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Abstract

Language plays a crucial role in marketing, influencing outcomes such as consumer en-
gagement and decision-making. Although prior research has extensively analyzed the re-
lationship between linguistic features and business outcomes, most approaches have been
descriptive or predictive, limiting their value for crafting more effective content. Under-
standing the causal effects of specific linguistic features is essential but challenging be-
cause, in real-world settings, the focal textual feature often changes simultaneously with
other confounding factors. This paper builds on recent advances in causal text analysis
and introduces an embedding-based causal inference framework that isolates the impact
of specific linguistic elements while controlling for both textual confounders and nontex-
tual controls. The approach leverages foundational language models to create text rep-
resentations optimized for causal inference, enhancing the accuracy of causal estimates.
We rigorously validate our methodology using both semi-synthetic experiments and exper-
imental data from large-scale A/B tests of news headlines. The experimental data allow us
to offer a first-of-its-kind validation of the causal text approach using a marketing-relevant
application. Applying the causal text approach to online donation and crowdfunding ap-
plications, we find that, for example, pre-thanking and second-person pronouns have a
strong positive causal effect on success rates. However, these effects can be weakened or
reversed if textual confounding is not properly controlled.
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INTRODUCTION

“il n’y a pas de hors-texte." — “There is nothing outside the text."

— Jacques Derrida

Much of the marketing and communication world revolves around the use of words,

whether in crafting news headlines (Banerjee and Urminsky 2023) or social media posts that

drive engagement (Berger and Milkman 2012) or in constructing the most persuasive sales

pitch or donation appeals (Hong and Hoban 2022).

Identifying the right words to use requires an understanding of the causal effect of each

textual element on relevant outcomes. Although text analysis has gained significant traction in

the marketing literature, the majority of the academic and practical applications of text analysis

in marketing and related fields has been correlational or predictive in nature. For example,

marketing scholars have used text analysis to describe market structures (Lee and Bradlow

2011; Netzer et al. 2012), to predict loan defaults (Netzer, Lemaire, and Herzenstein 2019), or

to predict stock returns (Tirunillai and Tellis 2012). Using a descriptive or predictive approach

for text analysis works well if the goal of the research is to use text as a window into consumers’

preferences or to predict their behavior; however, if the goal is more prescriptive, such as to

create better textual content in social media posts to engage consumers or a more persuasive

marketing pitch, descriptive or predictive approaches are not suitable. Such research objectives

call for a more causal inference approach.

The challenge in assessing the causal effect of words is that “holding all else constant” is

nearly impossible when it comes to textual data because the language space is very large, and

naturally occurring sentences often vary by more than one word at a time. Table 1 shows two

examples of news headlines used in our empirical study. The two headlines differ in whether

they contain angry words (“outrage”), which may be the topic of interest for the researcher

to explore, but they also differ in other ways, such as the inclusion of words like “threatens,”

“security,” or “support,” as well as variations in the length of the headline. If these additional
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differences are related to the inclusion of the word “outrage” and also influence the outcome

of interest, then a simple comparison of click-through rates of the headlines would result in

a biased causal estimate of the effects of the angry words on the click-through rates (CTRs).

Even when the data come from field A/B experiments (e.g., Banerjee and Urminsky (2023)),

different text corpora (e.g., article titles) often vary with respect to more than one word, making

word-level attribution difficult. A few studies have focused on very specific textual elements

in lab settings that allowed them to carefully assess the causal effect of specific word changes

(e.g., Packard and Berger (2020); Packard, Li, and Berger (2024)). However, such studies often

are limited in scope and generalizability.

In this paper, we build on recent work in computer science on estimating causal effects in

textual data (Feder et al. 2022; Keith, Jensen, and O’Connor 2020; Veitch, Sridhar, and Blei

2019). We present an approach that allows marketing academics and practitioners to infer

the causal effect of a group of words in complex marketing settings- settings in which multiple

observed textual and nontextual variations may naturally co-occur along with the variation of

the focal textual variable, affecting the outcome and hence acting as the confounders. The ap-

proach builds on the causal Bidirectional Encoder Representations from Transformers (BERT)

to control the textual confounder (Veitch, Sridhar, and Blei 2019). Specifically, the approach

starts with a pre-trained foundation model to summarize the entire document as an embedding

vector, which captures linguistic information while accounting for the rich dimensionality of

the textual confounder space. To control for the textual features’ acting as the confounders and

to remove redundant noise, this foundation model is further optimized to learn the causally-

sufficient text embedding that relates to both the treatment and the outcome. We then extend

the model to also account for nontextual controls that commonly occurs in marketing (e.g.,

the date the document was created). Additionally, we improve the estimation accuracy by

using augmented inverse probability weighting (AIPW) as a doubly robust estimator.

To demonstrate the value of the model in capturing the causal effect of words, we start by

estimating the proposed model on semi-synthetic data. The textual corpora are actual news
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Table 1: Two examples of headlines with and without "angry" words used by Upworthy
(Matias et al. 2021)

HEADLINE DATA CTR

Treatment Headline with angry word
OUTRAGE as New Policy Threatens Jobs and Families 6%

Control Headline without angry word
New Policy Aims to Improve Job Security and Support Families. 3%

Note: Capitalization and blue font for the word "outrage" is not in the original text.

titles from the news website Upworthy.com, but the dependent variable is simulated. Using

semi-synthetic data, we can assess the ability of the proposed approach to recover the true

causal effect of changes in words between news headlines, and compare the proposed model

with competing methods that do not fully account for possible confounding effects.

After estimating the proposed model, we apply it to three different marketing applications

used in the academic literature to assess the effect of words on meaningful marketing

outcomes. The first empirical application leverages data from the same Upworthy news

website used to generate the semi-synthetic data (Banerjee and Urminsky 2023; Matias et al.

2021). A unique feature of the Upworthy data is that the platform ran many A/B tests by

exposing random groups of website visitors to different headlines and measuring engagement

through CTRs. Such A/B tests would seemingly allow us to observe the causal effect of words

directly. However, because the two headlines often vary with respect to multiple words (see,

e.g., the headlines in Table 1), even a well-conducted experiment cannot causally attribute

the different outcomes between the headlines to any particular word or writing style.

However, the Upworthy dataset provides a unique opportunity to validate the proposed

causal text approach in a marketing-relevant context. We demonstrate that when only a single

word varies between the two headlines, the estimated causal effect (i.e., CTRs) for the two

headlines based on our model and the raw difference in CTRs between the conditions con-

verges; the A/B test indeed captures the causal effect of changing a specific word. However, as

the level of confounding factors increases – measured by the number of word changes between

the pair of headlines in the A/B test – the more our model and the raw causal effect diverge
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due to increased confounders. Importantly, our model’s textual causal estimates for the focal

textual feature remained robust to increasing the number of words that changed between the

headlines, as our model is capable of accounting for such confounds We demonstrate this ef-

fect across 43 linguistic treatment effects that were commonly investigated in the marketing

literature, such as anger, aesthetics, gender words, and deliberation words. We identify mean-

ingful linguistic drivers of headline engagement, such as the use of words related to “morality”

and “instructional” words, which are often related to the call to action. We also demonstrate

that linguistic treatment effects estimated using the proposed causal model align more closely

with established findings in marketing, psychology, and linguistics literature compared to both

simple mean comparisons from A/B tests and regression models that cannot properly account

for confounders. Furthermore, we illustrate that discrepancies between our causal estimates

and simple mean differences can be attributed to the degree of confound (Keith, Jensen, and

O’Connor 2020; Mickey and Greenland 1989). Collectively, these results highlight the effective-

ness of the proposed approach in accurately estimating the causal impact of linguistic features

while appropriately controlling for textual confounders. This analysis also contributes to the

causal effect of textual data literature (e.g., Keith, Jensen, and O’Connor (2020); Veitch, Srid-

har, and Blei (2019)) by leveraging the unique experimental nature of the Upworthy data to

empirically demonstrate the ability of the embedding-based causal inference approach to truly

capture the causal effect of words.

Following this analysis, we apply the model to two additional applications previously used

in the marketing literature in the context of online donations and in loan request settings.

The data and variation across textual documents in these applications do not come from ex-

perimental data. We compare the treatment effect found from the proposed causal model

with approaches that do not fully account for textual confounders. We specifically focus on

two commonly investigated textual features in this literature (often with mixed results): “pre-

thanking,” and “second-person pronouns.”

Using the proposed text-based causal model, we find that in both donation and investment
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settings, pre-thanking has a significant positive effect on the likelihood of funding success. This

result aligns with prior experimental research results Rind and Bordia (1995); Merchant, Ford,

and Sargeant (2013) on pre-thanking’s persuasive effects, reinforcing the idea that expressions

of gratitude can enhance appeal. Similarly, we find that in both donation and investment

settings, the use of second-person pronouns ("you" words) increases the likelihood of securing

funding. This result is consistent with extant experimental work Packard and Berger (2020)

demonstrating that "you" words facilitate persuasion by prompting readers to associate the

appeal with a specific person they know, thereby enhancing engagement and relatability. While

these effects are consistent with prior literature, we show that methods that do not account for

possible confounds often lead to the opposite effects.

Using both synthetic data and three empirical applications from the marketing literature,

we demonstrate how causal methods for textual analysis can help estimate the causal effect

of a group of words on engagement using secondary data in settings where randomized con-

trolled trials are not feasible. To the best of our knowledge, this paper is the first to assess

the causal impact of words in marketing. The approach we propose can be used by marketing

academics to study the causal effect of linguistics on relevant marketing outcomes and by prac-

titioners, such as journalists, editors, and copywriters, to choose words and a linguistic style

that leads to the preferred marketing outcomes. We contribute to the textual causal inference

literature by empirically testing the validity of the embedding-based causal inference approach

using a unique dataset that involves A/B tests on textual data (news headlines), demonstrat-

ing the ability of the model to recover the causal effect of textual data in the face of textual

confounders.

The rest of this paper is organized as follows. In the next section, we review the literature

on text analysis, causal inference, and text-based causal inference in marketing and related

fields, providing the foundation for our study. Following this, we illustrate the issue of textual

confounding and demonstrate how our proposed approach can mitigate such confounds. Next,

we introduce our model aimed at accounting text-based confounders. We then validate the
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model using both synthetic data and real-world data from an A/B test of news headlines. With

the model validated, we apply it to examine the effects of two key linguistic constructs—“pre-

thanking” and “you” words—on engagement, providing empirical evidence for their effects.

Finally, we conclude with a discussion of our findings and outline potential directions for future

research.

TEXT ANALYSIS AND CAUSAL INFERENCE IN MARKETING

The availability of unstructured data and advances in methods to analyze such data have

led to a proliferation of research in the marketing literature that uses textual data (Berger

et al. 2020). Given the nature and scale of unstructured data, much of this work has been

descriptive or predictive. However, one of the main goals of marketing studies is to identify

effective marketing interventions, including optimizing textual content, which requires causal

inference. The main approaches to obtaining such causal inference are through experiments

or by identifying exogenous variation in the data. The problem with applying such methods

to textual data is that, unless the goal is to explore the effect of a specific word or a specific

construct, the dimensionality of variation in textual data is often too large to run experiments or

to leverage exogenous variation. However, recent advances in causal machine learning enable

us to close the gap in assessing causal inference from observational textual data.

Text Analysis in Marketing

Marketing researchers have shown that textual user-generated content, such as blog posts

and consumer reviews, can serve as a substitute for expensive survey data collection for pur-

poses like market structure analysis (Lee and Bradlow 2011; Netzer et al. 2012; Tirunillai and

Tellis 2014) or understanding consumer preferences (Timoshenko and Hauser 2019). Mar-

keters have also leveraged textual data to predict outcomes related to stock prices (Tirunillai

and Tellis 2012), loan default (Netzer, Lemaire, and Herzenstein 2019), donations (Hong and

Hoban 2022), and consumers’ movie choices (Toubia et al. 2019).
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Recent studies quantify the effect of text elements on business outcomes using predictive

models. For example, Banerjee and Urminsky (2023) leveraged a large dataset of experimental

data to identify which linguistic features make for an appealing news headline. Similarly,

Hong and Hoban (2022) leveraged secondary data and a deep learning attention model to

find sentences that are either detrimental or helpful in collecting donations.

These studies, however, often fall short of being able to make causal claims. For example,

identifying how to modify the text of a donation appeal or loan request to generate a higher like-

lihood of success would be more useful than merely predicting donation success or loan default.

Answering these interventional questions requires the application of a causal inference method

(Berger et al. 2020; Packard, Li, and Berger 2024; Packard, Moore, and McFerran 2018).

Causal Inference with Textual Data

The prevalence of textual data in marketing provides a valuable resource for conducting

causal inference. However, traditional causal inference methods are often restricted to low-

dimensional structured data. The outcome, treatment, and confounders must be recorded as

tabulated data for computational analysis, making these methods unsuitable for unstructured

text. In contrast, deep learning methods excel at predicting and generating texts, but they are

not designed to satisfy the necessary identification assumptions underlying causal inference.

Studies attempting to make causal inferences with textual data often reduce the problem to

a specific word or concept. For example, Packard and Berger (2020) shows that using second-

person pronouns can determine whether people will like cultural items like music. Others have

used textual data as the outcome variable and used traditional methods, such as difference-

in-differences and synthetic control, to analyze the policy effects of exogenous variation (Pu-

ranam, Kadiyali, and Narayan 2021; Puranam, Narayan, and Kadiyali 2017). However, such

studies often examine a single textual feature using lab experiments. When studying multiple

textual features, even well-executed experiments are limited in their ability to randomize text

treatment without changing other text elements (e.g., Table 1).
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Recent advances at the intersection of NLP and causal inference provide promising avenues

for estimating the causal effect of words and controlling the textual confounders. For example,

Olteanu, Varol, and Kiciman (2017) used n-grams to encode textual confounders. However,

n-grams cannot capture long-range dependencies or effectively encode textual corpora into

meaningful summary statistics. Roberts, Stewart, and Nielsen (2020) analyzed the causal ef-

fect of perceived author gender on scientific paper’s citation frequency, controlling for textual

confounders using topic modeling. However, this method overlooks potential textual con-

founders other than the topics, such as sentiment, tone, and writing style (Mozer et al. 2018).

Researchers recently have projected the text confounders onto an embedding space (e.g., Gui

and Veitch (2022a); Veitch, Sridhar, and Blei (2019); Veljanovski and Wood-Doughty (2024)).

This approach is particularly useful because the embedding function leverages the effective

language models to capture multifaceted linguistic confounders, and the compact embedding

space ensures an overlap between the treatment and control texts. The embedding space is

then optimized to focus on representing the confounding words that are correlated with both

the treatment and the outcome.

Our work applies and extends this line of research in a couple of ways. First, substantively,

we explore the opportunity of these models in a marketing context. Second, methodologically,

we extend these models to account for both textual confounders and nontextual controls com-

monly found in marketing applications, as well as using the augmented inverse probability

weighting (AIPW) adjustment to the estimator. Third, and more importantly, we leverage a

dataset of A/B tests of news headlines to empirically validate the ability of such models to

truly capture causal effects with meaningful confounders.

ADJUSTING TEXT CONFOUNDERS FOR CAUSAL INFERENCE

Estimating causal effects from observational data is challenging due to con-

founders—variables influencing both treatment and outcome. For instance, when evaluating

how an author’s gender affects a news article’s click-through rate (CTR), the article’s content
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itself acts as a confounder since it likely impacts CTR while potentially correlating with

the author’s gender. Similarly, as demonstrated in Table 1, determining the causal impact

of specific words or concepts in a headline (e.g., anger-related words) on CTR requires

controlling for other headline words that may serve as confounders.

The relationships between treatment and outcome in the presence of confounders are sum-

marized in Figure 1; here, the treatment is denoted by T ∈ {0,1}, and the outcome variables

are denoted by Y ∈ R, and both treatment and outcome are affected by a confounder C ∈ C .

C

T Y

Figure 1: Graphical model showing a confounding variable C affecting both treatment T and
outcome Y . Shaded cells indicate observed variables.

We adopt the potential outcome framework (Neyman 1990; Rosenbaum and Rubin 1983).

For the treatment T = t, Yi(t) is the potential real-valued response if the unit i receives

treatment t. In this paper, our focus is on estimating the average treatment effect (ATE)

τ := E[Yi(1)− Yi(0)].

The following set of assumptions is sufficient for the identification of the ATE (Imbens and

Rubin 2015):

Assumption 1 (Ignorability): Given a set of covariates C , the treatment assignment and po-

tential outcomes are independent; that is, (Y (0), Y (1))⊥ T | C

Assumption 2 (Overlap): Every observation has a positive probability of receiving each treat-

ment level; that is, η < P(Ti = t | Ci = c)< 1−η for some η > 0.

Assumption 3 (Stable Unit Treatment Value Assumption (SUTVA)): The treatment applied

to one unit does not affect the outcomes of other units (no interference), and each unit’s out-

come depends solely on its assigned treatment without hidden variations or inconsistencies.

Ignorability is satisfied when the observed confounders C contain all the information that

may affect the outcome except the treatment. For example, in one of our empirical applica-
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tions, consumers decide whether to click on a headline based only on the text in the headline.

Thus, apart from the treatment (e.g., whether the headline includes an anger word), all possi-

ble confounders are observed in the headline text. In situations where there exist nontextual

controls, these variables need to be adjusted in addition to the textual confounders to satisfy

ignorability.

Regarding the overlap assumption, it is likely to be violated when words are used directly

as confounders, as the treatment and control texts rarely share the same set of words, and

the high dimensionality of text can lead to extreme propensity scores (D’Amour et al. 2021;

Gui and Veitch 2022b). Our approach achieves overlapping by encoding the text into a more

compact embedding space and eliminating redundant information that does not pertain to

confounders. For the SUTVA assumption, we assume no interference between units. This

assumption is commonly made in marketing applications that do not involve network effects,

which is the case in our empirical applications.

C

λ

T Y

X

λ′ λ′′

Figure 2: Graphical model showing confounding variables C and X affecting both treatment
T and outcome Y , and the representation of C through λ.

Figure 2 provides a visualization of the problem and sketches a solution. We want to

estimate the effect of the observed treatment of a group of words denoted by the shaded T

on the outcome Y. But the context – comprising the surrounding words – is a confounder,

denoted by C . Given that we are dealing with secondary data, we must also account for other

nontextual covariates that may affect Y and T , denoted by X . In the donation application,
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which we discuss in a later section, nontextual possible controls that we need to account for

are the number of competing donation requests. Thus, one goal of the proposed approach is

to find an accurate representation of the textual variable C . This representation is denoted by

the unshaded λ, λ′, and λ′′ in Figure 2 because they are unobserved. Recall that for a text

element to be a confounder, it must be related to both the treatment and the outcome. Hence,

in controlling for confounders, we need to focus on the embedding space of λ, rather than λ′

or λ′′. That is, to capture C in a causally sufficient way, we construct embeddings that focus on

minimally sufficient confounding information, removing textual content (λ′ and λ′′) that does

not affect the treatment and outcome simultaneously, and hence does not serve as confound.

In addition to finding the representation (λ) to control for textual confounders, we extend

Veitch, Sridhar, and Blei (2019) by capturing additional nontextual covariates (denoted by X in

Figure 2), which are commonly found in marketing applications. Accounting for both textual

confounders and possible nontextual controls is important to satisfy the ignorability assump-

tion. We propose to integrate the textual representation (λ) in a doubly robust estimator to

achieve accurate causal estimation.

MODEL DESCRIPTION

Our model brings together both language modeling and causal inference. It represents

the words in the document in a more compact and causally-aware manner using embedding

methods.

From a causal inference perspective, the proposed approach recognizes that not all textual

information is equally relevant to estimating causal effects. For example, the appearance of a

popular brand name in a headline might be related to the outcome (e.g., CTR), but it may have

little effect on whether the treatment (e.g., "you" words) appears. Thus, to increase efficiency

and improve statistical overlapping, the proposed approach strategically focuses on possibly

confounding words and their corresponding embeddings that are relevant to both the treatment

and the outcome.
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More formally, we observe a set of documents Wi, i = 1, · · · , N where each document Wi

consists of words and sentences and is associated with an observed outcome yi (e.g., the CTR

for news headlines). The key to the proposed approach is the application of text representa-

tion techniques that enable causal inference (Veitch, Sridhar, and Blei 2019). We use a BERT

model f (·) with parameters γW to learn the text embedding λi = f (Wi;γ
W ). Specifically, we

use BERT (Devlin 2018), a large language model designed to capture contextual relationships

among words, sentences, and paragraphs. This capability allows BERT embeddings to effec-

tively encode complex linguistic nuances, thus adequately controlling for textual confounding.

We adapt the BERT model by optimizing an objective function designed specifically for causal

inference.

Consider the following causal inference problem: Researchers are interested in studying

the effect that including a specific word or dictionary of words in a document i (t i) has on

outcome yi; possible textual confounders are represented by the embedding function λi, and

possible other nontextual controls are represented by X i (e.g., the date the article was written).

The proposed approach simultaneously fits a treatment model ê, an outcome model Q̂, and

learns the embedding function of the textual confounders. Specifically, we use the following

objective:

min
γti ,γe ,γW

E[Lo(yi, Q̂(t i, X i,λi;γ
t i))− t i log ê(X i,λi;γ

e))−

(1− t i) log(1− ê(X i,λi;γ
e)) + Lu(Wi,λi;γ

W )], (1)

where the expectation is over all the documents. A simple neural net is used to model the

outcome given the text embedding λi:

Q̂(t i, X i,λi;γ
t i) =ωt i

2 ·ReLU(ωt i
1 · [t i, X i,λi] + bt i

1 ) + bt i
2 , (2)

where [t i, X i,λi] is the concatenated inputs, ReLU(z) = max(0, z), and the parameters γt i =
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(ωt i
2 , bt i

2 ,ωt i
1 , bt i

1 ) are the weights and bias. The propensity score is modeled as the logistic

regression ê(X i,λi;γ
e) = 1/(1+ exp(−[X i,λi]⊤γe)).

The model in Equation (1) has three components. The first component

Lo(yi, Q̂(t i, X i,λi;γ
t i)) is the standard estimation of the outcome, where Lo is a square

loss function for a continuous outcome variable such that Lo = (yi − Q̂(t i, X i,λi;γ
t i))2.

Q̂(t i, X i,λi;γ
t i) is the estimated outcome under treatment t i, and γt i are the parameters of this

outcome function. This component ensures that the embedding λi is related to the outcome.

The second component, −t i log ê(X i,λi;γ
e))− (1− t i) log(1− ê(X i,λi;γ

e)), represents the

propensity estimation. It is modeled as a binary cross-entropy, which is equivalent to the nega-

tive log-likelihood of a logistic regression model. This component links the embedding vector,

λi, to the treatment, t i, via the parameters, γe. Thus, this component ensures that when we

estimate the embedding vector, λi, we are focusing on confounders that are correlated with

the treatment.

The third component, Lu(Wi,λi;γ
W ), is the standard unsupervised BERT likelihood function

that generates the embedding vector, λi, to represent document Wi, which optimizes the set of

transformer neural network parameters γW .

Note that the unique aspect of Equation (1) is its ability to capture textual information as

confounders. Including the embedding vector, λi, in all three components facilitates this ability.

Specifically, λi is generated similar to the traditional transformer model in the third component,

but it is adapted to the causal inference problem by making sure that the inferred embedding

is related to both the outcome (first component) and the treatment (second component).

The causal effect to be estimated is the ATE, which measures the mean difference in out-

comes when all units receive the treatment, compared to when none of them do. Under the

assumptions of SUTVA, positivity, and ignorability, the ATE can be identified as

τATE =E[Yi(1)− Yi(0)]

=EWi ,X i
[E[Yi |Wi, X i, Ti = 1]−E[Yi |Wi, X i, Ti = 0]].
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Given the trained language model embedding by Equation (1), the conditional expectation

E[Yi |Wi, X i, Ti = t i] is estimated by Q̂(t i, X i,λi(Wi);γt i), which can be used in the outcome-

only estimator of the ATE:

τ̂ATE =
1
n

n
∑

i=1

[Q̂(1, X i,λi)− Q̂(0, X i,λi)]. (3)

The outcome-only estimator might be sensitive to model misspecification. To address this

issue, we propose to use the augmented inverse probability weighting (AIPW) estimator as

a doubly robust estimator that incorporates both the outcome model and propensity scores

(Robins, Rotnitzky, and Zhao 1994):

τ̂AIPW =
1
n

n
∑

i=1

�

Q̂(1, X i,λi)− Q̂(0, X i,λi)

+
Ti(Yi − Q̂(1, X i,λi))

ê(X i,λi)
−
(1− Ti)(Yi − Q̂(0, X i,λi))

1− ê(X i,λi)

�

. (4)

Here, ê is the propensity score function estimated from the second component in Equation (1).

The doubly robust property of AIPW means it is a consistent estimator for the ATE as long as

either the outcome or the propensity model is accurate (Bang and Robins 2005). In simulation

studies, we will show that the doubly robust estimator provides an ATE estimate closer to the

ground truth causal effect than the outcome-only estimator.

EMPIRICAL VALIDATION STUDIES

Validating a causal inference method, such as the one presented in this paper, requires

knowing the actual treatment effect, which is rarely observed. One of the main objectives of

our paper is to empirically validate the embedding-based causal inference approach, specifi-

cally with respect to relevant textual data and outcomes for marketing purposes. To this end,

we leverage experimental data from the news website Upworthy.com (Matias et al. 2021),

which includes a large set of field experiments comparing the CTRs of different news head-
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lines. However, as we discussed earlier, because different headlines vary with respect to more

than one textual unit, even these experiments do not allow us to directly test the causal effect

of a single textual unit.

To overcome this challenge, we first apply the proposed model to semi-synthetic data, where

the treatment and confounders are from the Upworthy data but the outcome is simulated. The

semi-synthetic data provide us with a clear ground truth of the treatment effect and allow us

to test the model robustness under different levels of confounding strength. Next, we use the

actual experiments in the Upworthy data and the proposed approach to estimate various treat-

ments that the literature has shown could increase engagement. We leverage the variation

in the number of words changed between different headlines in the experiment to assess the

degree of possible textual confounding. Specifically, when only one word changes between the

two headlines, the difference-in-mean estimate should serve as the ground truth and should be

similar to the estimate of the BERT-based causal model. However, we expect that the raw dif-

ference between the outcomes of headlines (RAW-ATE) would deviate from our model estimate

as more words change between a pair of headlines.

Upworthy Data

Upworthy is a news website created in 2012 with the goal of focusing on positive story-

telling. For two years, Upworthy ran randomized experiments on their homepage, where they

assigned different readers to see different headlines for the same story. The Upworthy dataset

comprises 32,488 A/B tests conducted over two years, from 2013 to 2015 (Matias et al. 2021).

These experiments resulted in more than 538 million impressions and more than 8 million

clicks.1 These experiments aimed to identify the most engaging combinations of headlines,

subheadings, and images, collectively called "packages." Each package, which resembles the

content presentation of news on the Upworthy website, was designed to maximize viewer en-

gagement. Upworthy conducted the A/B tests by randomly assigning different viewers to vari-

1Upworthy made the data available for academic research through their OSF repository (https://OSF.io/jd64p/).

15

https://OSF.io/jd64p/


ous packages of the same news story, and it recorded the number of impressions and clicks each

package received. To ensure the integrity of the experiments, only one experiment was con-

ducted on the Upworthy main page, minimizing potential interference. The dataset provides

comprehensive details for each package, including the experiment ID, creation time, headline,

subhead, social media preview text, preview image, and the number of impressions and clicks.

Table 2: Descriptive Statistics for the Upworthy Dataset

Mean Min Max N

Packages 4.81 2 12 1,558
Impressions 3,576.50 758 11,225 7,498
Clicks 37.95 0.0 811 7,498
CTR 0.01 0.0 0.13 7,498

To focus on changes in textual features in the headline, and to satisfy the ignorability as-

sumption, we analyze the 1,588 A/B tests that varied only with respect to the headline, keeping

the subhead and image constant across conditions in the same package. In this subset of the

data, experiments had a mean of 4.81 packages per experiment. The average number of views

for each package was 3,577, with a maximum of 11,225 views. The average number of clicks

for the packages was 37.95, while some packages registered 0 clicks, and the maximum clicks

received was 811. In total, the dataset contained 7,498 packages. See Table 2 for related

summary statistics.

To fully assess the causal effect of the words on outcomes, we start by analyzing semi-

synthetic data generated from the Upworthy data and then follow up with an empirical analysis

of the Upworthy experiments.
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Semi-synthetic Outcome Validation Analysis

In this analysis, we use the headlines from Upworthy but generate the outcome variable yi

based on:

yi = αt i + β(π(zi)− 0.5) + εi

π(zi) = Pr(t i = 1|zi)

P(t i = 1|zi = 1) =

∑

1(t i=1∩zi=1)
∑

1(zi=1)

P(t i = 1|zi = 0) =

∑

1(t i=1∩zi=0)
∑

1(zi=0)

εi ∼ N(0,σε),

(5)

where t i is a binary variable to represent treatment, taking a value of 1 if a word from the

linguistic dictionary chosen as treatment (e.g., "time words") appears in the headline, and 0

otherwise. α represents the causal effect we are trying to recover. We set α to 1. In this analysis,

we consider a single confounder zi, captured as a binary variable and indicating the appearance

of words from a dictionary other than the treatment dictionary (e.g., "adverb words").

Since the propensity score is a sufficient statistic to control for the confounder (Rosen-

baum and Rubin 1983), the confounder zi influences both the treatment t i and the outcome

yi through the propensity score π(zi). We subtracted 0.5 from π(zi) to center it. The scalar

β ∈ R represents the strength of the confounders’ impact on the outcome yi. The larger β is,

the greater the estimation bias becomes if the confounder is not properly controlled. In addi-

tion, εi is a random error in the outcome that is generated from a standard normal distribution.

In our analysis, we do not inform the model of the identity of the confounder zi; instead, we let

the model infer it from the document Wi. In this data-generating process, the text Wi, the dic-

tionaries zi, and treatment t i are from actual Upworthy data, and the outcome yi is synthetic.

We use the Linguistic Inquiry and Word Count (LIWC) 2015 dictionaries to represent the

data. LIWC is a group of dictionaries that group words into a coherent theme. It contains 125
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dictionaries that cover context-independent linguistic features, such as positive emotion (e.g.,

beauty, brilliant, carefree), time words ( e.g., afterward ago, begin, bedtime), and adverbs

(e.g., about, anyways, finally, fortunately) (Pennebaker et al. 2015). In this analysis, we use

time words as the treatment and adverb words as the confounders. In the actual Upworthy data,

the probability of time words in the headlines, given the existence of adverb words (π(zi = 1)),

is 0.71, and the probability of time words given no adverb words (π(zi = 0)) in the headline

is 0.33. Thus, adverbs and time words are positively correlated in our data. Finally, for our

analysis, we vary the confounding strength parameter (β) from 1 to 20 by increments of 1. We

do this to simulate the recovery powers of the proposed approach under increasing confounding

strength.

We compare the estimated treatment effect based on the BERT-based model with two com-

mon baseline causal inference measures. The first is the raw ATE (RAW ATE; see Equation (6));

this measure is the difference between the mean outcome when the treatment is applied and

when the treatment is not applied:

RAW ATE=
1
n1

∑

i:Ti=1

yi −
1
n0

∑

i:Ti=0

yi. (6)

n1 is the number of observations/packages in the treatment condition (headlines with time

words) and n0 is the number of observations in the control (headlines without time words).

We have n1 = 3,235 and n0 = 4, 263.

The second baseline measure is the inverse probability weighting (IPW ATE). IPW ATE aug-

ments the RAW ATE by accounting for the probability of the package’s receiving the treatment.

The idea behind IPW is to create a "pseudo-population" by reweighting the data so that the

treatment becomes independent from the confounders. This reweighting is done through the

propensity score ê, computed by

IPW ATE=
1
n1

∑

i:Ti=1

yi

ê(Bi)
−

1
n0

∑

i:Ti=0

yi

1− ê(Bi)
. (7)
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In Equation (7), we first convert the text Wi in each headline to the bag-of-words representation

Bi ∈ NV , where the v-th element of Bi is the count of the v-th unique word that appears in

the headline i. We use a binary logistic regression to estimate ê(Bi), where the independent

variables are the words in headline i that are not in the treatment dictionary. The propensity

score ê captures the likelihood of the treatment (time word), based on the other words in the

headline.

Using the 7,498 packages in the Upworthy dataset, we fit our proposed model by optimiz-

ing Equation (1) using Pytorch to update the parameters (γt i ,γe,γW ) of the outcome model,

treatment model, and BERT language model. After fitting the model to Upworthy data, the

causal effect is estimated using AIPW estimator in Equation (4) with the learned parameters.

Semi-synthetic Data Results

Figure 3: Estimated ATEs for different levels of confounding strength across different models

Using the synthetic data, we can test the ability of the proposed model and the benchmark

ATE measures to capture the observed causal treatment effect of time words under different

levels of confounding strength. The results of this analysis can be seen in Figure 3. The blue
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(dashed) line represents the ground truth (α = 1), which is constant across various levels of

confounding strength. The ORACLE model assumes the confounder (adverb words) is known

a-priori, and includes the indicator of adverb words as a covariate in regression, which repre-

sents the ideal estimation achievable by the data.

From the figure, we can see that as the level of confounding strength level increases, the

baseline estimates increase and deviate from the true treatment effect. When β = 1, the RAW

ATE and IPW ATE are close to the true treatment effect, but at β = 20, the two ATE estimates

are above 2. On the other hand, the causal BERT ATE (green line) is consistently between 0.9

and 1.1 across all levels of confounding strength. The fact that the BERT ATE tracks closely

the ORACLE ATE suggests that the the causal BERT embedding model is capable of capturing

the true confounder. In the Figure W1 of the Web Appendix II, we also show the causal BERT

estimate with the outcome-only estimator in Equation (3), which is significantly more accurate

than the baselines but slightly less accurate than the AIPW estimator.

Overall, this analysis using semi-synthetic data, in which we can observe the actual treat-

ment effect and varying degrees of confounding that arise from text, shows that the proposed

causal BERT model is capable of recovering the treatment effect in the face of different levels of

textual confounding, whereas the traditional ATE measures suffer from bias. Having validated

the BERT-based causal model using the semi-synthetic data, our next step is to validate the

proposed model using real observed outcomes.

Upworthy Data Validation Analysis

After demonstrating that the BERT-based causal model is capable of capturing causal ef-

fects in the face of textual data, we explore its ability to do so using secondary data. Although

the Upworthy experiments causally indicate which headlines perform better, the proposed ap-

proach can shed light on the specific linguistic features that cause an increase in CTRs. Such

inference is necessary to generalize the results from the current experiment to the crafting of

new headlines. We leverage the same data described in the Upworthy Data section. A unique
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aspect of this dataset is that it is based on hundreds of field experiments. This dataset allows

us to assess the causal effect of different writing style elements (e.g., Banerjee and Urminsky

(2023)) on CTRs, while controlling for varying degrees of confounding, which arises from

changes in other words in the headline in addition to the change in the focal word. In our

semi-synthetic data analysis, we focused on a single treatment word dictionary (time words)

and a single confounder (adverb words), but the 1,558 A/B tests in the Upworthy data allow

us to test the causal effect of multiple writing style dictionaries under varying degrees of con-

founding, based on how many words change between the different headlines in the package.

Using the BERT-based causal model, we causally estimate the effect of the presence of

specific dictionaries on engagement, as measured by CTRs. We then compare these estimates

to the baseline ATE estimates (RAW ATE and IPW ATE), as well alternative estimates that

control for possible confounds.Moreover, similar to the semi-synthetic analysis, we show that

as the strength of confounding increases (i.e., more words vary between any pair of headlines),

the traditional baseline measures overstate the magnitude of the treatment effect, whereas the

BERT ATE estimates remain stable. We also test for the presence of confounders when the

BERT ATE estimates deviate from the RAW ATE estimates. Finally, we compare the estimated

causal effects based on the proposed model and the benchmark models with the effects found

in the literature, which are often based on randomized controlled lab settings.

Linguistic Style Effects on Headline Engagement on Upworthy.com

To explore the causal effect of language on headline performance, we use the validated

engagement dictionaries created by Banerjee and Urminsky (2023) as treatments. We test

the effect of each of these linguistic variables, one at a time.2 To estimate the causal effect

of these linguistic features on engagement (i.e., CTRs), and to control for variation between

experiments, we add experimental fixed effects as the nontextual X i in Equation (1), We use

2We use Table 1a from Banerjee and Urminsky (2023) and the word list on Banerjee and Urminsky (2023) Open Science
Framework (OSF) directory to recreate the linguistic dictionaries. Given that the model takes in a binary variable for treatment
variables, we did not estimate the effect of continuous dictionaries, such as reading ease, or dictionaries to which we did not
have access, such as intensity of emotion and positive and negative intensity.
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the average CTR multiplied by 100 for each package as dependent variables.

We ran the BERT-based causal model for each of the 43 dictionaries, one at a time, to

estimate the causal effect of each linguistic feature. The results of this analysis are in Table 3.

We compare the BERT ATE estimates with the RAW ATE based on Equation (6) and the IPW

ATE based on Equation (7).

We also compare our causal estimates with the results of a model that controls for all the

linguistic dictionaries using a regression. This model is similar to the model of Banerjee and

Urminsky (2023). For the linguistic feature regression adjustment (REG ATE), we use the

following regression equation:

E[yi | t i j, x i] = αi +τ j t i j +
∑

j′ ̸= j

β j′ x i j′ , (8)

where αi controls for the experiment fixed effects. x i j′ is the indicator of the existence of a

word from dictionary j′ in headline i, t i j indicates whether the treatment dictionary exists,

τ j estimates ATE of dictionary j, and β j′ is the regression coefficient that controls the other

dictionaries.

The proposed model leverages a causal-oriented text embedding. Thus, a strong baseline

for the proposed model would be a model that controls for the standard text embedding using

a regression approach. To create this baseline model, we use a pre-trained sentence embedding

to represent the textual confounders in the headline (Reimers and Gurevych 2019). Specifi-

cally, we first remove any words in the treatment dictionary from the headline. Next, we use

the MiniLM model (Wang et al. 2020) as a state-of-the-art sentence encoder to transform the

modified headline Wi into a 384-dimensional dense vector v i for confounding control. Note

that, unlike the causal BERT model, the sentence encoder is an off-the-shelf model that is not

adjusted for causal inference. This EMBED ATE model is estimated for each treatment dictio-
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nary j by fitting

E[yi | t i j, v i] = αi +τ j t i j +
384
∑

j′=1

β̃ j′ vi j′ , (9)

where αi controls the experiment fixed effect; β̃ j′ are regression coefficients that relate the

sentence embeddings to the outcome variable, and τ j estimates the treatment effect of the

appearance of dictionary j in the headline after controlling for the sentence embeddings.

Comparing the causal estimates based on the different methods (i.e., the proposed BERT

ATE, RAW ATE, IPW ATE, REG ATE, and EMBED ATE), we see a positive correlation between

the proposed approach and the benchmark causal effect measures. Specifically, the correla-

tions between BERT ATE and RAW ATE, IPW ATE, REG ATE, and EMBED ATE are 0.11, 0.12,

0.21, and 0.30, respectively. The greater similarity between the BERT ATE and the EMBED

ATE, compared to other baselines, suggests that the vanilla embeddings capture a richer set of

confounding variables in the text than the dictionary indicators. The moderate correlation of

0.30 also suggests meaningful differences between the causally adjusted embedding and un-

adjusted embedding. We also find some other meaningful differences. The BERT-based causal

model shows that of the 43 dictionaries tested, 17 positively affected engagement, while 26

had a negative effect. Of the 17 that had a positive effect, BERT ATE differed in sign from the

EMBED ATE in four cases (instructional, men, social plural family, threat). However, BERT ATE

disagreed 60% of the time with EMBED ATE and 80% of the time with RAW ATE in dictionaries

that negatively affected engagement. Similar patterns hold for the IPW and REG baselines.

Now that we have estimated a causal linguistic model on the Upworthy data, we can use

the BERT ATE estimates to learn which linguistic features lead to high CTRs. Table 3 shows

that terms related to “visual languages,” with words such as “warm,” “view,” and “sweet,” had

the biggest positive effect on engagement, with an increase in the CTR of 0.1065%. This result

is supported by extant work in the literature showing that "visual language” increases engage-

ment in certain product categories (Nelson and Hitchon 1999; Elder and Krishna 2010). The
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Table 3: Average Treatment Effects (ATEs) for Different Linguistic Features Across ATE
Estimation Methods

Feature BERT ATE RAW ATE IPW ATE REG ATE EMBED ATE

Visual language 0.1065 0.0750 0.0629 -0.0092 0.0033
Conflicting 0.0982 0.0462 0.0350 0.0166 0.0167
Women 0.0903 0.1328 0.0967 0.0309 0.0220
Goals 0.0864 -0.0265 -0.0189 0.0039 0.0014
Authority 0.0787 -0.0156 -0.0114 0.0101 0.0063
Instructional 0.0752 -0.0158 -0.0052 -0.0429 -0.0249
Morality 0.0739 0.0142 0.0154 0.0525 0.0426
Negative emotion 0.0622 0.0444 0.0336 -0.0098 0.0020
Positive emotion 0.0562 -0.0247 -0.0173 0.0071 0.0272
Cute 0.0561 0.0525 0.0448 -0.0107 0.0046
Numeric 0.0467 0.0578 0.0528 -0.0213 0.0077
Forward reference 0.0456 0.0844 0.0754 0.0333 0.0639
Men 0.0237 0.1513 0.1064 -0.0185 -0.0144
Social plus family 0.0143 -0.0372 -0.0244 0.0072 -0.0068
Threat 0.0069 0.0086 0.0021 0.0027 -0.0151
Auditory language 0.0045 -0.0003 -0.0072 0.0074 0.0041
Aesthetic 0.0007 0.0999 0.0831 -0.0000 0.0103
Interrogation -0.0006 0.0153 0.0121 0.0028 -0.0032
Informal -0.0014 0.0203 0.0105 0.0250 0.0208
Safekeeping -0.0069 -0.1070 -0.0991 0.0505 0.0069
Fearful -0.0308 0.0065 0.0106 0.0106 0.0200
Compare -0.0311 0.0168 0.0181 -0.0092 -0.0118
Harm -0.0469 0.0284 0.0299 0.0218 0.0255
First Person -0.0477 0.0058 0.0036 0.0185 -0.0120
Verbs categories -0.0556 0.0565 0.0671 0.0007 0.0125
Past -0.0558 0.0695 0.0496 0.0510 0.0610
Location -0.0566 0.0377 0.0414 0.0613 0.0210
Hedges -0.0582 0.0100 0.0093 -0.0070 0.0032
Verbs -0.0612 0.0350 0.0419 0.0084 0.0220
Future -0.0656 0.0213 0.0195 0.0278 0.0240
Swear -0.0703 0.0408 0.0343 -0.0215 -0.0258
Negation -0.0707 0.0061 0.0106 0.0093 0.0177
Second Person -0.0711 0.0001 0.0003 -0.0021 -0.0118
Disgust -0.0864 -0.0048 0.0077 0.0137 0.0110
Social plus other -0.0946 -0.0030 -0.0007 0.0033 0.0065
Anger -0.0949 0.0342 0.0298 0.0309 0.0108
Time -0.1066 0.0362 0.0254 -0.0544 -0.0393
Fairness -0.1106 -0.1081 -0.0946 -0.0698 -0.0194
Secret -0.1187 0.1074 0.0979 -0.0006 0.0035
Conjunction -0.1202 0.0200 0.0149 -0.0035 -0.0116
Deliberation -0.1356 0.0456 0.0436 -0.0001 -0.0038
Present -0.1518 -0.0237 -0.0155 -0.0650 -0.0535
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textual feature with the next highest lift in engagement is “conflicting words” (e.g., “against,”

“destroy,” “eviscerate,” “tirade”). Indeed, research has shown that online news articles high in

conflict language tend to receive more comments Tenenboim and Cohen (2015). We also find

that language associated with instruction, which contain clickbait words (e.g., “here is why,”

“click here,” “this is why”) and tutorial words (e.g., “learn how,” “teach you how”) has a pos-

itive effect on engagement. Note that the average treatment obtained from the BERT-based

causal model for the Instructional words differs in sign from the ATE of the other methods.

Clickbait language (“click here”) has been found to increase engagement (Matias and Munger

2019). Aesthetic terms (e.g., “look nice,” “breathtaking,” “splendid”) and terms associated with

“cuteness” (e.g.,“adorable,” “cuddly,” “munchkin”) also increase engagements. (Wagner, Bac-

carella, and Voigt 2017) show that language associated with aesthetics improves social media

engagement in the automobile category. As expected, we found that words related to nega-

tive emotion ( e.g., “kill,”“killer,” “wars,” “violent”) increase engagements by 0.0622%. This

result confirms that violence and conflict tend to get top billing in newspapers because of their

effectiveness.3

In terms of groups of words that negatively affect engagement, we found that “present”

terms (i.e., terms that use the present tense and words that refer to the present) cause the

largest decline in engagement (-0.1518%). Such terms include words like “do,” “seem,”

“has,” “feel,” “follow,” and “exclude.” This category was followed by safekeeping words, such

as “deliberation” and “conjunction.” Deliberation words include cognitive words (e.g., “ac-

cept,” “affect,” exclude”); insight words (e.g., “become,” “learn,”“know”), and conjunction

words (e.g.,“also,”“although,”“unless”), which also decreased engagements. This result ac-

cords with the findings of Rennekamp (2012), which show that fewer conjunction words im-

prove fluency in the reader’s processing of texts. Using hedging language in headlines (e.g.,

“could,”“potentially,” “varies”) decreases engagements. This finding is supported by prior stud-

ies showing that the use of hedging words decreases the likelihood of receiving funds in peer-

3https://pepperdine-graphic.com/opinion-if-it-bleeds-it-leads-the-modern-implications-of-an-outdated-phrase/
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to-peer lending contexts (Larrimore et al. 2011). It also indicates that readers prefer articles

that have definitive headlines. Similarly, we found that asking questions has a negative effect

on clicking behavior. In addition, using social-plus-other words (e.g., “them,” “they,” “crowd,”

“team” ) decreased engagement (-0.0946%), while using social-plus-family words (e.g., “bud-

dies,” “fiance,” “girlfriends,” “brother”) had the opposite effect (0.0143%).

Given the causal nature of our analysis, these results could provide editors with guidance

on how to improve the effectiveness of the headlines they create.

Table 3 highlights some meaningful discrepancies in the various causal estimates. Hence,

in the following subsections, we use different methods and unique aspects of the experimental

Upworthy data to examine which estimate aligns more closely with the true treatment effect

and to identify potential confounding factors.

Detecting the Degree of Confounding

Although the exact effects of confounders cannot be directly observed, we can assess the

magnitude of confounding through a change-in-estimate approach (Lee 2014; Maldonado and

Greenland 1993; Vander Weele and Shpitser 2011). The idea behind this approach is to com-

pare the treatment effect estimates from models that include adjustments for potential con-

founders with the estimates from models that do not include them. If a confounder exists, we

would expect the treatment effect to change significantly after accounting for the confounder.

To assess the degree of confounding for the LIWC dictionaries in the Upworthy data, we

conducted two linear regression analyses using CTRs as the dependent variable. The first

regression includes only the focal treatment dictionary, and the second includes the focal treat-

ment dictionary and a possible confounder dictionary (another LIWC dictionary other than the

treatment). By comparing the treatment effect between the two regressions, we can assess the

strength of confounding. Specifically, we first run a regression of treatment (captured as the

existence of a word from the focal dictionary in the headline) on CTRs while controlling for

experiment fixed effects. Following the literature, we call this measure of treatment "crude"
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because it excludes adjustments for possible textual confounders:

E[yi|t i j] = αi +τ j,crude t i j. (10)

Here, αi represents fixed effects for the Upworthy experiment, τ j,crude is the unadjusted treat-

ment effect coefficient, and t i j is the indicator for the presence (t i j=1) or absence (t i j=0) of

dictionary j in headline i.

The second regression extends this model by adjusting for the presence of a possible con-

founding dictionary (νi j′):

E[yi|t i j,νi j′] = αi +τ j, j′,ad justed t i j + β j′νi j′ j′ ̸= j. (11)

Here, j′ represents a dictionary other than the focal dictionary j, and νi j′ is an indicator for the

presence of a word from dictionary j′ in headline i.

To determine whether a variable is a confounder, we compute the percentage change be-

tween the unadjusted and adjusted treatment effect coefficients:

τ j, j′,percentage =

�

�

�

�

τ j, j′,ad justed −τ j,crude

τ j,crude

�

�

�

�

. (12)

A commonly used cutoff for identifying confounding is τ j, j′,percentage ≥ 10% (Maldonado and

Greenland 1993; Lee 2014). If τ j, j′,percentage ≥ 0.1, the variable j′ is considered a potential

confounder for j.

Application and Results We tested for confounding strength for each of the 43 dictionar-

ies used in the analysis of (Table 3), testing them as both treatments ( j) and potential con-

founders ( j’). For each dictionary pair, we ran regressions to evaluate confounding effects.

That is, for each dictionary used as treatment j, we estimated 42 regressions following Equa-

tion 11, with each of the other 42 dictionaries acting as a possible confounder( j’). We also

obtained a crude estimate for the treatment ( j) following Equation 10. We then calculated the
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strength of the possible confounding of each dictionary ( j’) for each focal treatment dictionary

j following Equation 12. For instance, we examined the possible confounding strength that

the “Women” dictionary has for the presence of words from the “Aesthetic” dictionary in the

headline (τ“Aesthetic,”“Women,” percentage). If this measure exceeded 10%, we flagged the "Women"

dictionary as a potential confounder for "Aesthetic." This process resulted in 1,806 regressions

(43 treatments × 42 potential confounders per treatment).

Our findings reveal that all dictionaries had at least 15 confounder dictionaries in our data.

For example, the “Cute” and “Aesthetic” dictionaries were confounded by the “Women” dic-

tionary, indicating that the RAW ATE and IPW ATE estimates for "Aesthetic" are likely to be

biased. Furthermore, 12 dictionaries had more than 40 confounders. Across our 43 treatment

estimates, the average number of confounders with τ j, j′,percentage ≥ 0.1 is 33. These results

suggest that RAW estimates are likely to be biased when they do not account for correlations

among texts.

To determine whether our BERT-based causal model accounts for such possible con-

founders, we related the degree of confounding for each treatment dictionary to the discrep-

ancy between the BERT ATE and the RAW ATE. Specifically, we measure this discrepancy using:

ATE-DIFF j,percentage =

�

�

�

�

ATE j,BERT −ATE j,RAW

ATE j,RAW

�

�

�

�

. (13)

We find that the correlation between ATE-DIFF and the average τ j, j′,percentage across all j′ for

each treatment j (τ j,·,percentage) is positive and significant (ρ = 0.62, p-values < 0.01), indicat-

ing that the divergence of BERT estimates from RAW ATE estimates increases as the number

of confounders increases. We find a similar correlation when correlating ATE-DIFF with the

number of confounders of each treatment dictionary (n j ), defined as n j =
∑

j′ 1τ j, j′ ,percentage>0.1,

( ρ=0.28, p-value= 0.06).

This analysis demonstrates that confounders significantly influence treatment effect esti-

mates. The presence of these confounders can explain why the BERT ATE estimates differ from
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the RAW ATE estimates. The divergence between the BERT ATE and RAW ATE estimates in-

creases with the strength of the confounding, providing indirect evidence that the BERT model

is able to control for such confounding effects. In the next section, we further explore when

the BERT ATE and RAW ATE estimates diverge and the role of the confounders’ strength.

Differences between Headlines as a Proxy for Confounders’ Strength

In the Semi-synthetic Outcome Validation Analysis section, we varied the strength of the

confounder to demonstrate the ability of the proposed BERT-based causal model to recover the

treatment effect, even in the face of such confounders and the inability of traditional measures

to correct for confounders. A unique aspect of the Upworthy data allows us to estimate the

strength of the confounder effect. Specifically, the number of words (apart from the treatment

word) that vary between each pair of headlines can serve as a proxy for the degree of possible

confounding. Consider the extreme case in which the only difference between the treatment

headline and the control headline is the treatment word itself. In this situation, given that the

data comes from an A/B test, the RAW ATE is unbiased estimate of the true treatment effect

because there is no other confounder in the headline. Thus, the BERT ATE and RAW ATE should

be similar. As more of the words in the two headlines deviate, we would expect the RAW ATE

and the BERT ATE to diverge because of possible confounders introduced by the difference

in words (other than the treatment words) between the pair of headlines. Moreover, if the

proposed model indeed controls for possible confounders, we would expect the BERT ATEs to

be robust to the increase the number of words that vary between the headlines.

To study this effect, we performed a pairwise headline analysis. In each experiment, we

labeled a package as treatment if it included a word from the focal dictionary and labeled it as

control if it did not. For each pair, we computed the number of words that changed as the sum

of the “words added” – that is, words that are present in the treatment headline and absent

in the control headline – and the “words removed” – that is, words that are in the control

headline but not in the treated headline. Overall, we analyzed 128,390 pairs of headlines. The
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Table 4: Example of pairwise analysis with visual related words as treatment

Headline
Words

Changed
RAW
ATE

BERT
ATE

RAW - BERT
ATE

Experiment
ID

Treatment “watch an eccentric animation
of an idea that could change the
way we eat in cities forever”

1 -0.0325 -0.043 0.0113 1

Control “an eccentric animation of an
idea that could change the way
we eat in cities forever”

1 - - - 1

Treatment “the most simple argument
against raising the minimum
wage might not be as simple as
it sounds”

4 -0.5149 -0.0942 -0.4206 2

Control “the most simple argument
against raising the minimum
wage might not be as simple as
you think”

4 - - - 2

pairs of headlines in our data differed with respect to 1 to 37 words. The pairs of headlines

differed on average by 17.67 words. We then computed the BERT ATE and RAW ATE for

each pair of headlines. To analyze the degree of confounding strength, we averaged the ATE

estimates based on the number of words that changed between each pair of headlines. Similar

to the results of the semi-synthetic data analysis, we find that as the number of word changes

between headlines increases, the RAW ATE and BERT ATE estimates diverge. Moreover, the

BERT ATE estimate is robust to the change in the number of words.

Table 4 illustrates the pairwise analysis using visual words (e.g., “watch,” “video,” “sounds”)

as the treatment. The first two rows of the table report a pair in which the only word that varied

between the two headlines is the treatment word: The treatment headline reads “watch an

eccentric animation of an idea that could change the way we eat in cities forever,” and the

control headline removes "watch." In this case, the RAW ATE in CTRs should estimate the true

causal effect of the negation word. In the second pair of headlines, the two headlines differ

by a total of four words: The treatment headline reads “the most simple argument against

raising the minimum wage might not be as simple as you think,” and the control headline

reads “the most simple argument against raising the minimum wage might not be as simple as
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Figure 4: Difference between RAW ATE and BERT ATE estimates for the visual language
dictionary as a function of number of words changed, ranging from 1-word change to 27 or

more word changes. The orange dot represents the outcome for Experiment ID 1, and the red
triangle represents the outcome for Experiment ID 2 in Table 4.

it sounds.” The four differences are the addition of two words (“you,” “think”) and the removal

of two words (“it,” “sounds”). The treatment word (“sounds") was replaced with “think.” The

two additional word changes are possible confounders between these two headlines. Thus,

this difference may introduce a bias if we do not account for the confounders. Indeed, we

can see in the fifth column of Table 4 that in the first experiment, where no confounder exists,

the difference between the RAW ATE and BERT ATE estimates is smaller. However, when a

confounder exists, as in the second experiment, the two estimates diverge.

To go beyond the anecdotal example in Table 4, Figure 4 depicts the difference between

the RAW ATE and the BERT ATE for the 128,390 pairs of headlines that vary with respect to a

visual word, assessed according to how many words differed between the two headlines. The

difference ranges from 1 word (i.e., only the treatment word differs) to 27 or more words.

Each dot in the plot represents the difference between the RAW ATE and BERT ATE estimates.

For example, the orange dot indicates the difference in the first experiment (0.0113) in Table 4,

whereas the red triangle represents the difference in the second experiment (-0.4206). The

plot in Figure 4 has a funnel shape, which means that when a small number of words change

between the two headlines, the difference between the RAW ATE estimate and the BERT ATE

estimate is small. However, as more words differ between the two headlines, creating a higher

31



potential for confounding, the two estimates diverge.

We recreated the graph shown in Figure 4 for all the treatment variations.4 We can see in

Figure 5 that across the treatment dictionaries, we observe the same type of funnel. That is,

the spread between the differences in the BERT ATE estimates, and the RAW ATE estimates

are negligible at one-word changes and increase as the number of word changes increases.

To statically confirm that these two estimates indeed are diverging as the number of words

changes, we ran a regression in which the dependent variable is the variance of the difference

between the RAW ATE and BERT ATE estimates, and the independent variable is the number

of words that differed between the pair of headlines. The idea is to find out whether, as the

number of word changes increases, the difference between the RAW ATE and the BERT ATE

estimates is more volatile. Thus, we would expect the regression coefficient for the number of

word changes to be positive and significant. Indeed, the results of our regression analysis show

that the coefficient for the number of words changed is 0.028 (C.I. = [0.01, 0.035]), with a

t-value of 8.372. The R-squared for this regression was 0.834.

We postulated that the results in Figures 4 and 5 are driven by the confounding bias of

the RAW ATE estimates. Thus, we would expect that as more words change between a pair of

headlines, the treatment RAW ATE would differ across brackets of number of other words that

have changed between headlines because the confound created by the additional change in

words is likely to differ between headlines. On the other hand, the BERT ATE, which controls

for possible confounders, is likely to lead to a robust ATE estimate a brackets of word changed.

We demonstrate this pattern by plotting the mean square deviation (
∑

i
(AT Ei− ¯AT E)2

n ) of the ATEs

within a number of the word-changed brackets for the BERT ATE and the RAW ATE as a function

of the number of words changed. In Figure 6, the red triangles represent the mean square

deviation for the RAW ATE estimates, and the orange dots represent the mean square deviation

for the BERT ATE estimates. From this plot, we can see that the variation clearly comes from

the RAW ATE estimates. Importantly, it shows that the BERT ATE estimates are robust to the

4We removed from this figure dictionaries that did not have sufficient observations for all 27 brackets of word changes
between pairs of headlines. Specifically, we removed the dictionaries for Disgust and Fairness.
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Figure 5: Difference between RAW ATE and BERT ATE estimates for different treatment
dictionaries as a function of the number of words that differ between a pair of headlines

increase in the number of words that changed between the pair of headlines.

In the next subsection, we test whether accounting for text confounders using the BERT-

based causal model helps to obtain estimates that are more consistent with estimates in the

extant literature, which often estimated linguistic effects in lab settings.

Comparing Our Linguistic Treatment Effects with Findings from the Literature

Numerous studies have investigated the effect of linguistic features on people’s reactions

to written text. Most of these studies involve testing one or a few of these textual features

at a time using lab studies (e.g., Packard and Berger (2020)). Because randomized controlled

trials are considered the gold standard for causal inference, we assume that findings from prior

experimental literature provide a reliable benchmark for evaluating treatment effects. Thus,

another way to measure whether our proposed approach is capable of capturing the true treat-

ment effect is to compare whether the proposed BERT-based causal approach correlates better

with previous findings in the literature than approaches that do not control for confounders.
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Figure 6: Plot of mean square deviation between RAW ATE (red triangles) and BERT ATE
(orange circle) estimates for all treatments as a function of the number of words that vary

between pairs of headlines

Banerjee and Urminsky (2023) provides an excellent overview of the findings in the lit-

erature. To code these findings, we use Table 2 in Banerjee and Urminsky (2023). For each

linguistic construct j, we define the effect of that construct on engagement, as found in previous

studies, as:

Linguistic Construct Effect j =
#of studies with positive effect−#of studies with negative effect

Total number of studies
.

(14)

For example, if a linguistic construct had seven studies, two with positive effects, three with

negative effects, and two with no effects, the linguistic construct effect in the literature would

be coded as −1/7.

We then compute the correlation between the linguistic construct effects in the literature

using Equation (14) and the causal estimates from different methods in Table 3. In addition
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Table 5: Correlation between the Findings in the Literature and Different ATE Estimates

Models Correlation with Literature Correlation with RAW ART

BERT ATE 0.3297 0.1114
LASSO 0.2470 0.4786
REG ATE 0.0633 0.6735
IPW ATE 0.0719 0.9885
EMBED ATE 0.1995 0.2748
RAW ATE 0.0832 1

to the ATE estimates we have discussed thus far, we follow Banerjee and Urminsky (2023)

and estimate a LASSO regression that includes all 43 dictionaries and experiment fixed effects.

Such a model can reduce possible collinearity across dictionaries.

As Table 5 shows, the BERT ATE estimates have the highest correlation with the literature

(0.3297), followed by the LASSO regression (0.2470), the EMBED ATE (0.1995), the RAW ATE

(0.0832), and the IPW ATE (0.0719). The full linear regression had the lowest correlation with

the literature (0.0633), possibly because of collinearity across the dictionaries.

Consistent with our prior results, we found that the BERT ATEs are less correlated with the

RAW ATEs (0.1114) compared to the LASSO estimates (0.4786), whereas the REG ATE esti-

mates are highly correlated with the RAW ATEs (0.6735). These results are expected because

the primary strength of the proposed BERT-based causal model lies in its ability to account for

confounders. In contrast, estimates from linear or LASSO regression models depend heavily

on the context defined by the covariates that are included in the regression.

Discussion of Empirical Validation

We validated the performance of the BERT-based causal model using two distinct ap-

proaches. First, we applied a semi-synthetic data approach, where real data were combined

with generated dependent variables to create a known ground truth. This setup allowed us to

evaluate the model’s ability to successfully recover the actual treatment effects, as well as the

inability of simple RAW causal estimates to capture the effect of confounders.
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Second, we applied the model to a secondary dataset from the Upworthy news platform.

Comparing the BERT ATE with several alternative ATE estimates reveals significant differences

between the different approaches. Further analysis shows that the RAW ATE, as well as regres-

sion and basic embedding approaches, fail to fully account for the confounding effect of other

words in the headlines. We also demonstrate that as the confounding strength increases, as

measured by the change in the treatment effect when accounting for confounders, the RAW

ATE estimates deviate further from the BERT ATE estimates. A subset analysis confirms that as

the confounding strength—measured by the number of word changes surrounding the treat-

ment words—increased, the RAW ATE estimates became increasingly distorted. In contrast,

the BERT-based causal model’s estimates remained stable. This stability is consistent with pat-

terns observed in the semi-synthetic analysis, indicating that the proposed model effectively

mitigates the effect of confounding.

Third, we compared the BERT ATE estimates with the alternative measures in terms of their

correlation with results previously found in lab settings and found that our model estimates

are more closely related to the findings in the previous literature.

We wish to highlight that, to the best of our knowledge, this is the first empirical validation

of the causal textual analysis framework (Veitch, Sridhar, and Blei (2019)), demonstrating

empirically using secondary data that the BERT-based causal inference approach is capable of

capturing a consistent treatment effect even as the number of possible confounders increases.

LINGUISTIC DRIVERS OF ENGAGEMENT IN CROWDFUNDING: A CAUSAL TEXT

ANALYSIS

With the BERT-based causal model validated, in this section, we illustrate the types of re-

search questions that the proposed model can help marketing researchers explore. Specifically,

the proposed approach can serve as a confirmatory tool to evaluate whether specific words or

groups of words causally affect desired outcomes. Our approach is well-suited for analyzing

secondary data, especially when both textual confounders and nontextual controls are present.
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We use two recent examples from the marketing literature that explore the effect of words

on meaningful marketing outcomes to demonstrate how the BERT-based causal model could

be particularly valuable in assessing the effect of writing style: (1) online donation behavior

on DonorsChoose (Hong and Hoban 2022); and (2) crowdfunding investments on Prosper

(Netzer, Lemaire, and Herzenstein 2019). The proposed approach can be used to assess the

causal effect of textual features (words or phrases), providing deeper insights into the linguistic

drivers of donor and investor behaviors.

For this analysis, we focus on examining the effect of pre-thanking and of second person

pronouns on donation and funding decisions. Pre-thanking refers to expressing gratitude

in advance, regardless of whether the reader ultimately complies with the request. Extant

research has demonstrated that pre-thanking can promote pro-social behaviors and encourage

acts of helping others (Clark, Northrop, and Barkshire 1988; Carey et al. 1976; McGovern,

Ditzian, and Taylor 1975; Clark III 1975). Rind and Bordia (1995) showed experimentally

that writing “thank you” on a check increases customer tips. Similarly, Merchant, Ford, and

Sargeant (2013) found that pre-thanking improves donor retention for nonprofits. In our

contexts, Netzer, Lemaire, and Herzenstein (2019) identified a complex link between pre-

thanking and loan outcomes, associating gratitude expressions with successful funding but at

the same time with higher likelihood of default. Likewise, Hong and Hoban (2022) observed

appreciation phrases like “thank you” improved the likelihood of receiving a donation.

“Second-person pronoun” includes words such as “you,” “yours,” “yourself,” and “you are.”

Past research has shown that “you” words can function as a persuasion technique because they

not only engage the audience but also prompt them to think of a specific person they know.

Incorporating “you” words, readers are more likely to project themselves into the narrative,

making the argument more persuasive by evoking personal connections and emotions. This

effect arises because second-person pronouns stimulate mental simulation, helping individuals

vividly relate to their own experiences (Brunyé et al. 2009; Green and Brock 2000; Hartung

et al. 2016). Packard and Berger (2020) demonstrated that using “you” in song lyrics signifi-
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cantly increases downloads and purchase intent. These findings suggest strategic use of “you”

words can enhance communication effectiveness such as in storytelling, advertising, and per-

suasive writing—key elements in crowdfunding contexts. We, therefore, investigate whether

donation and crowdfunding data reflect similar patterns, given literature predictions of a strong

positive effect on engagement (Banerjee and Urminsky 2023).

The conflicting evidence in the literature on the effect of pre-thanking makes these textual

features an ideal test case for our BERT-based causal model. To evaluate its effectiveness,

we compare BERT ATE with the RAW ATE, which measures the mean difference in outcome

between textual units that include, versus those that do not include, the treated text (“pre-

thanking” and “you” words). In addition, we benchmark against two alternative models that

control for different confounders. REG NOTEXT estimates the effect of the focal words using a

regression model that includes nontextual covariates but excludes textual features apart from

the treatment. EMBED ATE extends this approach by incorporating text embeddings from a

pre-trained sentence encoder to control for other linguistic variations within the textual unit.

DonorsChoose

Founded in 2000, DonorsChoose is a crowdfunding website enabling U.S. public school

teachers (K-12) to request funds for classroom projects, such as supplies, electronic tablets, or

musical instruments. Each project includes descriptors like grade level and teacher location.

Donors may fully or partially support projects within a four-month period. Projects reaching

their funding goal receive pledged amounts; otherwise, donations are returned.

Textual and Nontextual Variables For our analysis, we focus on the donation requests made

in 2013. The dependent variable was a binary indicator, with one indicating that a classroom

project was fully funded and zero indicating that the project was canceled. To control for

nontextual variable, we included several relevant features:

1. Project Cost: The amount requested by the teacher.

2. Requested Resource Types: Categories such as books, supplies, technology, or trips.
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3. Grade Level: Categorical variables indicating which grade level the project targets.

4. Metro Type: Whether the school is in a rural, urban, or suburban area.

5. Teachers’ Experience: a dummy variable indicating whether the request is the first time
the teacher has sought funding from DonorsChoose.

6. School Location: categorical variables for the state in which the school is located.

7. Poverty Level: The percentage of students in the school who are eligible for free and
reduced-cost lunch through the National School Lunch Program

8. Competition Variables: These variables fall into four categories:

• Platform Competition: The average number of active projects on the platform during
the focal project’s funding period.

• School District Competition: The average number of competing donation requests
from teachers in the same school district.

• Resource Type Competition:The average number of requests for similar resources as
the focal project.

• School Competition: The average number of donation requests from the same school
while the focal request was active.

We provide detailed descriptive statistics for these variables in the Web Appendix (Ta-

ble W1). Regarding textual confounders, we analyzed the full text of the project needs state-

ments using both causal BERT embeddings and a pre-trained embedding (Wang et al. 2020)

for the EMBED ATE model. We preprocessed the text by removing HTML tags.5

Regarding treatment variables, we defined pre-thanking in the context of DonorsChoose as

using words such as “thank(s),” “thank you,” and different tenses of the word “appreciate.” We

used the “you” words dictionary -̇- you, your, you’re, yourself etc – from the LIWC 2015 (Pen-

nebaker et al. 2015) for the second-person pronoun categorization. We defined treatment as

a binary variable. This construct was defined as 1 if at least one of the words related to it

(Pre-Thanking/Second-Person Pronoun) existed in the donation request and was 0 otherwise.

Table 6 summarizes these words and the estimates of the considered methods.

Causal Estimates for Pre-thanking and You Words: We estimated the average treatment

effect for pre-thanking and you words, based on the four different measures: our proposed

BERT ATE, RAW ATE, REG NOTEXT, and EMBED ATE. We find that pre-thanking has a positive

5We did not correct any grammatical errors to preserve the authenticity of the text.
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Table 6: Words associated with thanking and second person and their causal impact on
donations likelihood: DonorChoose

WORDS LIST BERT ATE RAW ATE REG NOTEXT EMBED ATE

Pre-thanking Thank(s), thank you, Appreci-
ate(s)(d)

0.0691 0.0304 0.0121 0.0075

You You, you’re, your, yours, yourself 0.0339 0.0068 -0.0022 -0.0021

effect on funding (ATE:0.0691). This finding is consistent with prior results based on experi-

ments (Rind and Bordia 1995; Merchant, Ford, and Sargeant 2013). However, the magnitude

of the treatment effect is much stronger based on our model, relative to the benchmarks that

use fewer controls.

Consistent with the experimental results from Packard, Moore, and McFerran (2018)

and others, we found that using “you” words has a positive effect on donation requests

(ATE:0.0339). These results have the opposite sign relative to the REG NOTEXT and EM-

BED ATE estimates. When calculating the degree of confounding following the same analysis

as in the Detecting the Degree of Confounding section, we found that, for pre-thanking, only

one LIWC dictionary had a confounding strength of more than 10%: the "you" words dictio-

nary; meanwhile for "you" words, five different dictionaries indicate confounding at more than

10%: biology, body, perception, negation, and hear words. These findings suggest that when

estimating the effect of textual features the presence of additional confounders that are corre-

lated with the treatment and dependent variables can lead to biased estimates; thus, properly

accounting for such confounding is crucial.

Prosper

Founded in 2005, Prosper is a crowdfunding platform connecting borrowers requesting

personal loans (1, 000˘25,000) with lenders. Like DonorsChoose, it initially followed an all-

or-nothing funding model. Borrowers specify the loan amount and maximum interest rate they

are willing to pay, originally determined via a Dutch-like auction.6 Borrowers must provide

6The auction mechanism was replaced by pre-defined rates in 2009.
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personal and financial details, including debt-to-income ratio and loan amount. Additionally,

borrowers may include a project image and write a loan description explaining their needs,

though Prosper does not verify this textual information.

Textual and nontextual Variables We limited our analysis to loans originating between April

2007 and October 2008. The dependent variable in our analysis is the loan status, coded as

a binary outcome: 1 indicates that the loan was successfully funded, and 0 indicates that the

loan expired. We excluded all loans that were canceled or withdrawn by borrowers during the

bidding process.

Regarding nontextual variables, we controlled for the important information a lender would

use to decide whether to bid on a loan:

1. Amount Requested: The total loan amount requested by the borrower.

2. Debt-to-Income Ratio: A financial indicator used by lenders to assess borrowers’ repay-
ment ability, as well as a dummy variable indicating whether the debt-to-income ratio
was missing.

3. Maximum Rate Willing to Pay: The maximum interest rate the borrower is willing to
accept.

4. Credit Score (Risk Grade): A categorical variable represented as a letter grade indicating
credit risk, ranging from AA (lowest risk) to HR (highest risk). The complete scores are
AA, A, B, C, D, E, and HR.

5. Loan Category: The intended use of the loan (e.g., debt consolidation, business, medical,
wedding).

6. Group Membership: A dummy variable indicating whether the borrower is part of a Pros-
per group. Group membership can be a positive signal because group leaders may per-
form additional borrower vetting.

7. Loan Request with Images: A dummy variable indicating whether the borrower included
an image with their loan request.

For textual confounders, we focused on the loan description field, where borrowers describe

themselves and explain why they need the loan. Similar to the DonorsChoose analysis, we used

words such as “thank(s),” “thank you,” and “appreciate(s)(d)” for the pre-thanking treatment

and the “you” words dictionary for the second-person pronouns.
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Table 7: Words associated with thanking and second person, and their impact on loan
funding: Prosper

WORDS LIST BERT ATE RAW ATE REG-NOTEXT EMBED ATE

Pre thanking Thank(s), thank you, appreci-
ate(s)(d)

0.0950 -0.0244 0.0141 -0.0035

You You, you’re, your, yours, yourself 0.2165 -0.0101 0.0148 0.0077

Causal Estimates for Pre-thanking and You Words: We applied the BERT-based causal

model to analyze the binary outcome of loan funding. The treatment variable is binary, in-

dicating the presence or absence of at least one word from the respective dictionaries in the

loan description field. As shown in Table 7, consistent with our findings from DonorsChoose

and prior experimental research on pre-thanking, we find that the presence of pre-thanking

words positively affects the likelihood of securing funding (BERT ATE: 0.095). This result

suggests that even in investment settings, where lenders expect a financial return, politeness

still holds value. It aligns with the results of Netzer, Lemaire, and Herzenstein (2019), who

found that pre-thanking is correlated with funding and suggested that expressions of gratitude

may signal an attempt to build goodwill with lenders that evidently succeeds. In addition, in

line with Packard and Berger (2020) and our DonorsChoose analysis, second-person pronouns

(“you” words) significantly increased the likelihood of loan approval (BERT ATE: 0.2165).

Notably, failing to account for confounders in Prosper loan applications leads to even bigger

discrepancies and misleading conclusions. Specifically, if confounding is ignored, pre-thanking

and “you” words would erroneously appear to decrease the likelihood of funding (RAW ATE:

-0.0244 and -0.0101, respectively). In fact, we find a strong degree of confounding between

the focal dictionaries and the rest of the text in the loan application. For pre-thanking words,

all LIWC dictionaries serve as confounders at the 10% level, with “Insight words” and “Differ

words” exerting the most significant confounding levels: a 95.6% and 95.5% change, respec-

tively, in the parameters of pre-thanking when these dictionaries are included versus not in-

cluded). Likewise, second-person pronouns were confounded by 66 of 72 LIWC dictionaries,

with “Affiliation words” and “Ingest words” causing the most substantial changes in estimates.
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These findings from the change-in-estimate method suggest that textual confounding is sig-

nificantly stronger in the Prosper data compared to the DonorsChoose data. This relationship

indicates that, when writing their loan request, borrowers often include words that together are

used to increase the likelihood of loan funding; hence, studying each of the words in isolation

without accounting for their potential confounding can lead to misleading inferences.

CONCLUSION

In this research, we introduce to marketing contexts a novel BERT-based causal model de-

signed to estimate the causal effect of specific words or groups of words. Text analysis in

marketing research has traditionally been correlational, relying on machine learning and deep

learning models for prediction. A limitation of this approach is that these models often lack

interpretability and causal insights. Recent advances in marketing research have increasingly

focused on causal inference, but most studies rely on experimental or quasi-experimental set-

tings, such as policy changes or marketing interventions, to infer causality. Few tools exist for

estimating causal effects from secondary data, particularly when text is involved.

To address this gap, we build on recent causal modeling work outside of marketing (Veitch,

Sridhar, and Blei 2019) and extend it to handle the complex nature of marketing data, incor-

porating both textual confounders and nontextual controls. This approach allows researchers

to estimate causal effects from naturally occurring text, providing deeper insights into engage-

ment drivers.

To validate the proposed model, we conducted two analyses. In the first, we used semi-

synthetic data, combining real textual data with generated dependent variables. This approach

allowed us to establish a causal effect ground truth against which we could benchmark our

empirical estimates. We demonstrated that the BERT-based causal model effectively accounts

for textual confounders, outperforming traditional causal inference methods, such as IPW.

In the second analysis, we used real A/B headline testing data from the news website Up-

worthy.com (Matias et al. 2021). A/B testing provides a unique validation opportunity because
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the experimental design inherently eliminates potential unobserved confounders. This analy-

sis enabled a direct comparison of the BERT-based causal model with prior approaches using

traditional machine learning (LASSO) and econometric models to estimate engagement effects

measured through CTRs. Using findings from the marketing literature as a proxy for ground

truth and the naive difference in CTR as a biased baseline, we demonstrated that the BERT ATE

estimates were more strongly correlated with the literature and less correlated with the raw

CTR differences. In contrast, models based on LASSO regression and econometric methods

were more correlated with the biased raw CTR differences and less consistent with established

findings in the literature.

In addition, a post hoc analysis revealed where and why the BERT ATE estimates deviated

from the raw CTR differences. For control and treatment headline pairs differing by only one

word, our BERT ATE estimates closely matched the RAW ATE estimates. However, as the num-

ber of word changes between control and treatment headlines increased, the raw estimates

diverged significantly from the BERT ATE estimates. This result indicates that contextual com-

plexity—measured by the number of word changes—drives the difference, highlighting the

BERT-based model’s ability to account for contextual nuances that traditional models miss. To

the best of our knowledge, this paper is the first to validate the BERT-based textual causal

framework using empirical data.

With the proposed model validated, we detailed a few potential applications of the proposed

approach based on recent marketing publications. We investigated two long-standing research

questions in marketing: the impact of second-person pronouns and pre-thanking (expressing

gratitude before receiving a service or donation) on engagement. Previous findings in the

literature on these topics have been contradictory. Our goal was to clarify these relationships

through a causal lens.

In the context of donations, where funds are not expected to be returned, we found that

pre-thanking and “you” words both had a positive effect. These results align with prior ex-

perimental findings showing that pre-thanking can enhance pro-social behavior and that using
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second-person pronouns causes the reader to be invested by encouraging the reader to put on

the hat of the protagonist.

In investment settings, where funds are expected to be returned with interest. We found

that pre-thanking had a positive impact on obtaining funds. This outcome suggests that acts of

gratitude do sway investors. Similarly, we found that using “you words” had a positive effect

on loan funding, consistent with experiment-based results from the literature. These results

highlight that the effectiveness of certain language strategies depends on the specific context

and the expectations surrounding the interaction.

There several possible extensions to our work. First, our paper primarily focuses on identi-

fying the causal effect of text. One could extend our work to account for both text and image

data as confounders. Advances in image-to-text (Alayrac et al. 2022) may permit combining

these two sources of unstructured data in a single model. Second, we focus on estimating

the average treatment effect (ATE), one could extend our work to explore heterogeneity in

treatment effect and conditional average treatment estimation (CATE).

The BERT-based causal model provides a robust tool for estimating the causal effects of

words or dictionaries in contexts with both textual confounders and nontextual controls. By

bridging the gap between predictive and causal modeling in marketing research, our research

advances text-based causal inference, enabling researchers to explore more complex linguistic

effects on relevant marketing outcomes. We encourage future research to use such causal

textual model to further explore important marketing questions that involve like textual data

like what makes for an engaging ad, social media post or the causal effect of specific word used

in product reviews on sales.
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WEB APPENDIX

WEB APPENDIX I: SUMMARY STATISTICS OF THE DONORCHOOSE AND PROSPER

DATASET

Table W1 provide detailed descriptive statistics for the nontextual confounding variables of

DonorsChoose, and Table W2 provide the statistics for Prosper.

Table W1: DonorsChoose Descriptive Statistics

Min Max 50% Mean Std.

Project Cost 92.00 111596.67 491.47 601.72 986.07
compete 177.00 6005.00 5014.00 4552.07 1368.77
compete school 0.00 50.00 1.00 1.81 2.71
compete district 0.00 444.00 6.00 36.91 85.30
compete type 0.00 2017.00 471.00 736.33 621.43
Books 0.00 1.00 0.00 0.19 0.39
Other 0.00 1.00 0.00 0.11 0.31
Supplies 0.00 1.00 0.00 0.35 0.48
Technology 0.00 1.00 0.00 0.35 0.48
Trips 0.00 1.00 0.00 0.01 0.08
Visitors 0.00 1.00 0.00 0.00 0.04
Grades 3-5 0.00 1.00 0.00 0.31 0.46
Grades 6-8 0.00 1.00 0.00 0.17 0.37
Grades 9-12 0.00 1.00 0.00 0.12 0.33
Grades PreK-2 0.00 1.00 0.00 0.40 0.49
rural 0.00 1.00 0.00 0.09 0.29
suburban 0.00 1.00 0.00 0.30 0.46
town 0.00 1.00 0.00 0.05 0.21
unknown 0.00 1.00 0.00 0.06 0.24
urban 0.00 1.00 0.00 0.49 0.50
Alabama 0.00 1.00 0.00 0.01 0.10
Alaska 0.00 1.00 0.00 0.00 0.05
Arizona 0.00 1.00 0.00 0.02 0.15
Arkansas 0.00 1.00 0.00 0.01 0.11
California 0.00 1.00 0.00 0.18 0.38
Colorado 0.00 1.00 0.00 0.02 0.12
Connecticut 0.00 1.00 0.00 0.02 0.12
Delaware 0.00 1.00 0.00 0.00 0.07
District of Columbia 0.00 1.00 0.00 0.01 0.08
Florida 0.00 1.00 0.00 0.06 0.24
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Georgia 0.00 1.00 0.00 0.03 0.18
Hawaii 0.00 1.00 0.00 0.00 0.07
Idaho 0.00 1.00 0.00 0.00 0.06
Illinois 0.00 1.00 0.00 0.05 0.23
Indiana 0.00 1.00 0.00 0.03 0.17
Iowa 0.00 1.00 0.00 0.00 0.07
Kansas 0.00 1.00 0.00 0.00 0.06
Kentucky 0.00 1.00 0.00 0.01 0.10
Louisiana 0.00 1.00 0.00 0.01 0.11
Maine 0.00 1.00 0.00 0.01 0.08
Maryland 0.00 1.00 0.00 0.01 0.11
Massachusetts 0.00 1.00 0.00 0.02 0.14
Michigan 0.00 1.00 0.00 0.03 0.16
Minnesota 0.00 1.00 0.00 0.01 0.10
Mississippi 0.00 1.00 0.00 0.01 0.09
Missouri 0.00 1.00 0.00 0.02 0.12
Montana 0.00 1.00 0.00 0.00 0.05
Nebraska 0.00 1.00 0.00 0.00 0.05
Nevada 0.00 1.00 0.00 0.02 0.13
New Hampshire 0.00 1.00 0.00 0.00 0.05
New Jersey 0.00 1.00 0.00 0.02 0.15
New Mexico 0.00 1.00 0.00 0.00 0.07
New York 0.00 1.00 0.00 0.09 0.28
North Carolina 0.00 1.00 0.00 0.05 0.21
North Dakota 0.00 1.00 0.00 0.00 0.03
Ohio 0.00 1.00 0.00 0.02 0.13
Oklahoma 0.00 1.00 0.00 0.02 0.13
Oregon 0.00 1.00 0.00 0.01 0.09
Pennsylvania 0.00 1.00 0.00 0.02 0.15
Rhode Island 0.00 1.00 0.00 0.00 0.07
South Carolina 0.00 1.00 0.00 0.02 0.15
South Dakota 0.00 1.00 0.00 0.00 0.05
Tennessee 0.00 1.00 0.00 0.02 0.14
Texas 0.00 1.00 0.00 0.05 0.22
Utah 0.00 1.00 0.00 0.01 0.12
Vermont 0.00 1.00 0.00 0.00 0.04
Virginia 0.00 1.00 0.00 0.02 0.13
Washington 0.00 1.00 0.00 0.02 0.13
West Virginia 0.00 1.00 0.00 0.00 0.06
Wisconsin 0.00 1.00 0.00 0.01 0.09
Wyoming 0.00 1.00 0.00 0.00 0.03
Teacher First Trial 0.00 1.00 0.00 0.34 0.47
School Percentage Free Lunch 0.00 100.00 72.00 65.97 24.93

51



Table W2: Prosper Descriptive Statistics

Min Max 50% Mean Std.

Amount Requested 1000 25000 5000 7517 6337
Debt To Income Ratio 0.000000 10.010000 0.290000 0.514809 1.220235
Lender Rate 0.000000 0.350000 0.190000 0.205256 0.092441
Missing DTI 0.000000 1.000000 0.000000 0.104790 0.306284
Is Borrower Homeowner 0.000000 1.000000 0.000000 0.366771 0.481925
Group Membership 0.000000 1.000000 0.000000 0.163092 0.369451
Has Images 0.000000 1.000000 1.000000 0.518332 0.499665
A 0.000000 1.000000 0.000000 0.044134 0.205394
AA 0.000000 1.000000 0.000000 0.034097 0.181480
B 0.000000 1.000000 0.000000 0.068370 0.252381
C 0.000000 1.000000 0.000000 0.120583 0.325643
D 0.000000 1.000000 0.000000 0.167655 0.373561
E 0.000000 1.000000 0.000000 0.173663 0.378820
HR 0.000000 1.000000 0.000000 0.391491 0.488085
category 0 0.000000 1.000000 0.000000 0.442473 0.496681
category 1 0.000000 1.000000 0.000000 0.253928 0.435258
category 2 0.000000 1.000000 0.000000 0.021192 0.144023
category 3 0.000000 1.000000 0.000000 0.087610 0.282727
category 4 0.000000 1.000000 0.000000 0.110019 0.312914
category 5 0.000000 1.000000 0.000000 0.021637 0.145496
category 6 0.000000 1.000000 0.000000 0.013458 0.115226
category 7 0.000000 1.000000 0.000000 0.049683 0.217291
Number of Prior Listing 0.000000 46.000000 0.000000 0.915673 2.015160

WEB APPENDIX II: BERT AIPW VERSUS BERT OUTCOME ONLY ESTIMATORS

Figure W1 presents results for the baseline methods, and the causal BERT approach using

the outcome-only estimator from Equation (3) and AIPW estimator from Equation (4). The

BERT ATE by either outcome-only estimator or doubly robust AIPW estimator is closer to the

ground truth than baseline methods. However, the BERT ATE using AIPW estimator achieves

the most accurate estimation. Accordingly in the result of the paper we use the AIPW estimaor

for teh BERT ATE approach.
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Figure W1: Estimated ATEs for different levels of confound across different models,
including two estimation methods using causal BERT embeddings.
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