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Abstract. An important challenge for many firms is to identify the life transitions of its cus-
tomers, such as job searching, expecting a child, or purchasing a home. Inferring such tran-
sitions, which are generally unobserved to the firm, can offer the firms opportunities to be
more relevant to their customers. In this paper, we demonstrate how a social network platform
can leverage its longitudinal user data to identify which of its users are likely to be job seekers.
Identifying job seekers is at the heart of the business model of professional social network plat-
forms. Our proposed approach builds on the hiddenMarkovmodel (HMM) framework to re-
cover the latent state of job search from noisy signals obtained from social network activity
data. Specifically, we use the latent states of the HMM to fuse cross-sectional survey responses
to a job-seeking status question with longitudinal user activity data, resulting in a partially
HMM. Thus, in some time periods, and for some users, we observe a direct measure of the
true job-seeking status. We demonstrate that the proposed model can predict not only which
users are likely to be job seeking at any point in time but also what activities on the platform are
associated with job search and how long the users have been job seeking. Furthermore, we find
that targeting job seekers based on our proposed approach can lead to a 29% increase in profits
of a targeting campaign relative to the approach that was used by the social network platform.
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1. Introduction
The increased availability of data at the customer level
(Wedel and Kannan 2016) allows companies to effect-
ively target customers based on their individual char-
acteristics (Matz and Netzer 2017), their location
(Fong et al. 2015), or their past behavior (Trusov et al.
2016). Of particular interest to companies are custom-
ers’ transition to and from unobserved states of be-
havior that may be of financial importance to the firm,
such as expecting a child (Hill 2012), buying a house,
going to college, unemployment, or job search. It is
often during these periods of life transition that the
customer may be open to marketing offerings (Bron-
nenberg et al. 2012) or may have a need for a particu-
lar product or service. For example, customers who
will soon be buying a new house may be interested in
mortgage offerings and are therefore attractive targets
for a bank offering mortgage products. For such mar-
keting problems, the firm may use its longitudinal ac-
tivity data about its customers, possibly comple-
mented by cross-sectional limited observations

regarding the true state of some customers (e.g., col-
lected via surveys) to infer these behavioral states for
all customers in the current and in future time
periods.

The objective of this research is to explore how a
firm can leverage longitudinal activity data to infer
the customers’ latent states of behavior that are at the
heart of the firm’s business operation. Specifically, we
investigate how an online social network platform
with a substantial professional networking compo-
nent1 may use data about the activity of its users on
the platform to identify which of the users are job
seeking at any point in time. This is a key challenge
for the platform, because most job seekers do not pub-
licly announce that they are seeking for a job (Garg
and Telang 2018). We demonstrate that job-seeking
behavior can be inferred through how job seekers use
the social network platform. For instance, relative to
users who are not job seeking, job seekers may exhibit
different forms of engagement on the social network
platform such as updating their profile, more often
searching for companies, or trying to grow their social
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network by sending invitations to connect to other
users. Furthermore, users who start searching for a job,
may exhibit increased activity on the platform com-
pared with their own past activity. However, without
knowing the job-seeking status of at least a subset of the
users, we cannot know to what extent the observed ac-
tivity on the platform relates to job search.

In order to infer a user’s job-seeking status, which
is both latent and transient in nature, we use the hid-
den Markov model (HMM) framework. We combine
two sources of information: (a) a large set of platform
activities observed over time, such as the number of
visits to the social network platform, profile updates,
job searches, or invitations to connect with other
users; and (b) the responses to a job-seeking status
survey of a subset of the users at a certain point in
time. To combine these two sources of information,
we propose two ways to extend the traditional HMM
to a partially HMM (PHMM), in which the latent
states correspond to different levels of job seeking
and are partially observed through the survey re-
sponses. In our models, each state is characterized
by a multivariate set of activities on the social net-
work platform. The PHMM provides a natural way
to fuse the cross-sectional survey data with the lon-
gitudinal activity data. Specifically, we fuse the true
job-seeking status for a subset of users at the time
they respond to the survey into the likelihood of a
traditional HMM, making their latent states partially
observable at that time. As such, the PHMM is cali-
brated incorporating, possibly noisy, information
about job-seeking status for some users at some points
in time, allowing to infer the job-seeking states of all
users in all time periods.

We demonstrate that the proposed model can infer
and predict not only which members are likely to be
job seeking at any point in time but also how long the
members have been job seeking. Because of the size of
the user base of the social network platform, only a
small subset of users can be surveyed at a given time
period. Hence, we demonstrate the ability of the pro-
posed model to predict job search status both for out-
of-sample time periods and for out-of-sample users.
We compare the predictive ability of the PHMM to
the predictive ability of two commonly used machine
learning approaches: random forest (RF) and Lasso
regression. We find that the PHMM out predicts
both alternative methods. Furthermore, the machine
learning–based approaches, possibly because of their
somewhat static nature, fail to capture the timing in
which the user transitioned to a job-seeking state.
Going beyond identification of the job-seeking state,
we demonstrate that targeting job seekers based on
our proposed approach can lead to a 29% increase in
response rates and profits relative to the approach
that was used at the time of the data collection. These

analyses highlight the managerial implications of ac-
curately predicting job-seeking behavior.

The contribution of our research is twofold. Our
primary contribution is substantive. We demonstrate
how companies can leverage customers’ activity data
(e.g., clickstream or panel data) to infer the customers’
latent behavior (e.g., job-seeking status), where the la-
tent behavior, as inferred from the actual observed
behavior, is of significant financial importance to the
company. We show how targeting users based on our
approach can lead to a substantial financial benefit.
Specifically, in the context of job seeking, we uncover
activities on the social network platform that are
linked with latent job-seeking behavior, such as in-
creased activity and strategic use of the user’s social
network. Furthermore, in targeting customers with
transient latent behavior, such as job seeking, the tim-
ing of identifying the latent state transition is import-
ant. We show that our approach detects transitions
from one latent behavioral state to another. Our sec-
ondary contribution is a methodological one. First, we
demonstrate how one can naturally use HMMs, with
relatively simple modifications, to fuse one or more
snapshots of survey data, taking into account possible
uncertainty in the survey response, into the sequence
of longitudinal activity data through the latent state
component of the HMM’s likelihood function. The fu-
sion of snapshots of survey data are important given
the substantive problem, as the observed activities are
only indirect proxies of the latent behavior of interest.
Second, we demonstrate how HMMs can be adapted
to one-to-many mappings between the job-seeking
states and the observed activity (e.g., one job-seeking
state where job seekers use the platform and a second
job-seeking state where job seekers do not use the
platform to job search). Third, most HMM applica-
tions in marketing leverage the latent states as means
to capture and predict the dynamics of the state-
dependent observed activity (e.g., donations in Netzer
et al. 2008, churn and usage in Ascarza and Hardie
2013). However, this paper, like several HMM appli-
cations outside of marketing (e.g., Hamilton 1989), is
focusing on the inference and prediction of latent state
membership (i.e., job-seeking status) itself.

This paper is organized as follows. In the next section,
we briefly discuss the relevant literature. In Section 3,
we discuss our data and results from model-free analy-
ses that motivate our modeling choices. Section 4 de-
scribes the proposed modeling approach. Section 5
presents the empirical results of how the proposed
PHMMs capture users’ job search status and the dur-
ation of job search. Section 6 demonstrates the manager-
ial use of the model to target job seekers and the implied
increase in profitability due to targeting based on the
proposed model. Finally, we present the conclusions
and discuss the limitations of our study in Section 7.
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2. Literature Review
Our work builds on several streams of research. From
a substantive point of view, our work relates to the
identification of latent states of behavior from ob-
served activity data, more specifically, to the identifi-
cation of job-seeking states. From a methodological
point of view, our work relates to work on data fusion
approaches and HMMs. We briefly discuss these
streams of research next.

2.1. Identifying Job Seeking
The U.S. staffing and recruiting industry was estimated
at $151.8 billion in 2019.2 One of the most important
challenges for recruiting and job search firms is identi-
fying who is job searching and when. Using survey
data, Garg and Telang (2018) provide strong empirical
evidence that people are spending a substantial amount
of time searching for jobs on professional social net-
working platforms. They report that job searchers lever-
age professional social network platforms in several
ways. They can (1) search for jobs posted or research
potential companies and recruiters; (2) connect with
friends or colleagues who may be aware of jobs or who
may serve as leads or referrals; (3) connect with re-
cruiters; and (4) be contacted by recruiters or employers.
Accordingly, increased activity on the platform during
one’s job-seeking process may include more page visits,
more searches, in particular more job searches, and con-
necting more often with (well connected) others. Add-
itionally, a job seeker may wish to update her profile on
the platform to attract connections from others. At the
same time, Garg and Telang (2018) find that many re-
cruiters turn to social networking platforms. For in-
stance, they report that 94% of recruiters turn to the pro-
fessional social network site LinkedIn. Consequently,
users of online social networking platforms may be tar-
geted and contacted by recruiters regarding potential
job opportunities.

Job seekers often use social network platforms to foster
the power of the network to assist them with finding a
job (Stopfer and Gosling 2013). Additionally, the strength
of the tie between the job seeker and their connections
may be an important factor in the job search process. For
example, according to Granovetter (1973), weak ties are
likely to offer new information about possible jobs. Garg
and Telang (2018), on the other hand, find that, in the
context of online professional social networks, stronger,
as opposed to weaker, ties were more effective in gener-
ating job leads, interviews, and job offers. These studies
suggest that job seekers leverage their social network
and that job seekers may wish to enhance their social net-
work structure when they are searching for a job. In the
context of our study, for instance, this could suggest that
a job seeker will try to connect to more people, in par-
ticular, people who are outside their current professional
network (e.g., outside their current company).

These studies highlight the importance of social net-
work platforms in the job search ecosystem and the
possible approaches that job seekers take to search for
a job on these platforms. However, these studies are
primarily based on survey data regarding job-seeking
practices and are therefore limited in scope. To the
best of our knowledge, no previous study used sec-
ondary data from users’ activity on a social network
platform to identify how job seekers use the platform
at different stages of their job-seeking journey. In this
study, we show how noisy signals embedded in a
user’s activity data may be used to infer whether that
user is seeking for a job.

2.2. Approaches to Identify Latent States
The importance of and opportunity in identifying cus-
tomers’ latent states of behavior has been long recog-
nized in marketing and related fields. Research has ex-
plored the ability to identify and target customers based
on their latent preferences (Rossi et al. 1996, Hauser
et al. 2009), their commitment to or relationship with the
firm (Netzer et al. 2008, Ascarza and Hardie 2013, Ro-
mero et al. 2013, Schwartz et al. 2014, Ascarza et al.
2018), their price sensitivity (Zhang et al. 2014), their
stage in the purchase funnel (Montgomery et al. 2004),
their learning strategies (Ansari et al. 2012), and their
portfolio of products (Schweidel et al. 2011). A common
theme for these papers is that they include a latent space
model (often an HMM) that captures the underlying be-
havioral or preference states. HMMs are useful in appli-
cations where the unit of analysis can dynamically tran-
sition among a set of latent states, but the actual state is
only indirectly observable through a set of noisy signals.
This setting perfectly matches our scenario in which the
platform users are transitioning over time among differ-
ent states of job-seeking behavior, but the platform does
not directly observe the job-seeking status of its users.
Instead, the platform observes a host of users’ activities,
which may provide a noisy signal of the users’ job-
seeking statuses. For example, a user who updates their
profile and uses the job searching tool is providing a
strong signal of searching for a job.

There are several important distinctions between
our work and previous HMM applications in market-
ing. First, most of the aforementioned papers infer the
nature of the latent states from the state-dependent ac-
tivity only, whereas in this paper, we infer the states
by fusing survey responses into the HMM likelihood
that identify the true state for a subset of the users at a
certain point in time. Netzer et al. (2008) validated the
latent states of alumni-university relationships by
comparing post hoc the inferred alumni states with re-
sponses of alumni to a customer relationship survey.
In this paper, however, we propose to directly fuse
such survey responses (with or without error) into the
HMM likelihood function. In that sense, our work is
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more closely related to the limited work on PHMMs
in marketing, in which some of the states are fully ob-
served. Romero et al. (2013) developed a PHMM to
capture customer lifetime value. In their model some
of the states are always observed (e.g., customer
churn) and others are always unobserved (e.g., cus-
tomer activity states). Similarly, Ascarza and Hardie
(2013) use two clocks for usage and churn, where the
churn state is fully observable every fourth time peri-
od, but use activities are affected by the latent HMM
states in every time period. Our PHMM specification
and modeling approach are different from these afore-
mentioned studies because, in our case, all states are
unobserved, except that for some users in some time
periods the specific state of the user becomes observ-
able (or observable with noise) through the user sur-
vey response. From a modeling perspective, the afore-
mentioned PHMMs restrict the state-dependent
behavior and/or certain transitions in the HMM to a
fixed value, whereas our approach modifies the
PHMM likelihood function by changing the transition
into the “observed” state in the time period in which
it is observed. Variations of PHMMs have been pro-
posed in other fields, for instance, to model partially
labeled training data in machine learning applications
of natural language processing (Scheffer et al. 2001),
to understand precipitation and rainfall activity
(Thompson et al. 2007), or to identify users through
typist keystroke dynamics (Monaco and Tappert
2018).

Second, in most marketing applications of HMMs
the objective is to predict a certain outcome measure
(e.g., purchase or website visit), where the latent states
are used to capture the dynamics that governs the
data generation of the outcome measures. In this re-
search, we are not interested in predicting future out-
come measures (e.g., future activity on the platform)
but are instead interested in inferring and predicting
the latent state itself (e.g., the job-seeking state). This
approach is more similar to the use of HMMs in appli-
cations outside marketing, such as image recognition
(Yamato et al. 1992), speech recognition (Rabiner 1989),
or DNA detection (Eddy 1998).

2.3. Data Fusion
To identify the job-seeking state, we fuse responses to
a survey into the HMM, which identifies (possibly
with noise) the respondents’ job-seeking status at the
time of the survey. We use the survey-fused HMM to
infer the job-seeking status of a larger set of users in
any given time period. In other words, we fuse the in-
formation observed in the survey both cross-sectional-
ly (to other users) and longitudinally (over time).

Data fusion is generally concerned with combining
data from different sources. Statistically speaking, data
fusion may be seen as a missing data problem. The

basic idea behind data fusion is to capture the joint
distribution of a collection of observed variables from
two (or more) databases, in which a subset of the
variables is observed for all observations. Given the
subset of common variables, the fusion is based on
the conditional joint distribution for the remaining var-
iables across all observations. The most basic data
fusion approaches are “hot-deck” procedures that im-
pute the missing observations with information of in-
dividuals that have complete information on all varia-
bles and are similar on the joint observed variables to
those with the missing information (Ford 1983). Kama-
kura and Wedel (1997) propose a statistical approach
to tackle the problem of data fusion using a finite mix-
ture approach and a factor analytic approach (Kama-
kura and Wedel 2000). Gilula et al. (2006) use a Bayes-
ian approach to estimate a joint distribution using a set
of variables that are common across units with missing
observations. Qian and Xie (2014) propose a nonpara-
metric Bayesian approach for data fusion. Other data
fusion approaches have been proposed for specific
marketing problems, such as the fusion of choice-
based conjoint data with individual-level sales data to
improve the estimation of consumer preferences (Feit
et al. 2010) or fusing individual-level data with aggre-
gate data (Feit et al. 2013). Bradlow and Feit (2018)
provide an excellent review of data fusion modeling
in marketing.

Our approach for data fusion is similar in spirit to
the approach taken by Kamakura and Wedel (1997,
2000). Similar to Kamakura and Wedel, we also use a
latent variable approach to fuse observed behavior
with unobserved states. Our goal is to fuse survey data
on job-seeking status observed in one (or multiple) time
period(s) to other time periods of the users for whom
survey responses are observed (time sampling, Kama-
kura and Wedel, 2000) and to all time periods for other
users for whom no survey responses are observed (sub-
sampling, Kamakura and Wedel 2000). Similar to the la-
tent factor or the latent class in Kamakura and Wedel
(1997, 2000), our approach uses the HMM latent states
to fuse the partially observed survey data with the lon-
gitudinal platform activity data. However, unlike the
static nature of the latent variable in the Kamakura and
Wedel studies, our latent variable is dynamic such that
we go beyond cross-sectional fusion and fuse informa-
tion both cross-sectionally and over time. We propose
two relatively simple modifications to the traditional
HMM to fuse the survey responses, where the first as-
sumes that the survey responses perfectly reflect actual
job-seeking behavior and the second allows for error in
the survey responses.

In any data fusion problem, one needs to consider
the nature of the missing observations (Bradlow and
Feit 2018, Kamakura and Wedel 2000). In our case, a
random sample of users received a job-seeking survey
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in the fifth month of a 14-month data window. Thus,
the missing job-seeking status can be considered miss-
ing at random (MAR) (Kamakura and Wedel 2000) for
the remaining months of the data period for those
users that responded to the survey for the purpose of
imputing their job-seeking status, because these miss-
ing observations were caused by the researcher design
(i.e., the timing of the survey). However, for imputing
the job-seeking status for individuals who were sur-
veyed but did not respond, or those who were not sur-
veyed, there could be a selection bias due to response
bias (Wachtel and Otter 2013). Thus, the MAR assump-
tion may not hold for imputing the job-seeking status
for individuals that never responded to a survey. Be-
cause we only observe activity data for users who re-
ceived and responded to the survey and not for users
who did not respond nor for users who did not receive
a survey in the first place, we cannot fully assess the
extent to which the survey responses violate the MAR
assumption in this study. However, we will show be-
low using responses to a second survey that was ad-
ministered at the end of the data period that the deci-
sion to respond does not appear to correlate with the
job-seeking status nor with the employment status of
the respondents.

3. Data Description and
Model-Free Evidence

3.1. Monthly User Activity Data
We have a unique data set from a large online social
network platform that has millions of users. Our data
set contains monthly platform activity during the peri-
od of April 2010–May 2011 for a sample of 2,814 users
who responded to a job-seeking survey (described
later). These users were members of the platform and
had at least 12 months of activity during the data period.3

The data contain more than 60 types of user activities on
the platform, such as whether the user sent or received
an invitation to connect, the number of monthly page
views and the type of page views (e.g., members’ or com-
panies’ profile pages), how many company searches
were made, how many times the user updated any part
of the profile page, and so on. To keep the modeling ef-
fort manageable we select and collapse these activities
into nine main variables measured at the monthly level:
(1) whether the user used the job search tool (no � 0/yes
� 1), (2) whether the user updated any aspect of their
profile page (no � 0/yes � 1),4 (3) how many pages the
user viewed on the platform, (4) how many searches
the user made using the platform’s search tool (e.g.,
search for another member, search for a company, etc.),
(5) how many invitations to connect the user received,
(6) how many invitations to connect the user sent, (7)
how many new connections the user formed, (8) how
many connections the user’s new connections had (on

average), and (9) a dummy variable for whether the
user connected more with users outside (� 1) or inside
their current company (� 0). Because of the long-tailed
nature of the continuous variables (variables 3–8), we
log-transform these variables as f x( ) � log 1+ x( ): When
we introduce the continuous variables into our model,
we use a type 1 Tobit model to account for the mass of
observations at zero.5

Because of the firm’s data collection approach at the
time of the data collection period, some types of activ-
ity are observable for the entire 14-month period,
whereas other types of activity are observable only for
the first five months of the data period. Specifically,
we observe variables 1–4 for the entire 14 months and
variables 5–9 only for the first 5 months. Such imbal-
ance in data collection is quite common in firms’ data-
bases (Zarate et al. 2006). In the model section, we de-
scribe how we handle this data imbalance.

3.2. Job Search Survey Data
In addition to the monthly activity data, we also used
the platform to survey the users in our sample at two
periods in time regarding their job-seeking status. The
first survey took place in month 5 of the data period
(August 2010) and the second survey took place short-
ly after the last month of the data window (June 2011).
We will fuse the first survey (hereafter the survey)
into the model to identify the job-seeking states and
hold out the second survey for validation (hereafter
the validation survey). Clearly, it is impractical for the
company to survey all of its users every month re-
garding their job-seeking status. Hence, an important
part of this study is to develop an approach to fuse
the survey responses with the social network platform
activity data across users and over time to identify the
latent job-seeking status of all users over time.

To maximize compliance, the job-seeking surveys
were very short with only a few questions. The main
question asked was “How would you classify your
current job search status?” with the following re-
sponse categories6:

1. I am completely happy in my current job and am
not interested in discussing any new job opportunities,

2. I am not looking for a new job, butwould discuss
an opportunity with a recruiter to see if the job is
meaningful,

3. I'm thinking about changing jobs and have reached
out to close associates but am not actively looking,

4. I am casually looking for a new job two to three
times per week or to test the market, and

5. I am actively looking for a new job and sharing
my resume.

The second column in Table 1 shows the proportion
of responses to each of the job-seeking categories in
the survey. Approximately 21% (�11% + 10%) of the
respondents are actively or casually looking for new
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job opportunities, whereas 21% are not looking for
new opportunities.7

3.3. Model-Free Evidence
3.3.1. Relationship Between Job Seeking Status and
Activity During the Month of the Survey. In Table 1, we
report the users’ activity on the platform during the
month of the survey by the users’ responses to the job-
seeking survey question. One of the activity variables
we observe is whether the user used the platform’s job
search tool. A naïve approach to identify the latent
state of job search would be to classify users that actu-
ally use the job search tool in a given month as active
job seekers. The third column in Table 1 reports the
proportion of users who use the job search tool during
the month of the survey by their survey response cat-
egory. As expected, we find that the job-seeking status
survey response significantly correlates with the use of
the job search tool (χ2(4, N � 2814) � 227.97, p <
0.001). Specifically, those who are actively looking for
a job use the tool considerably more than other users.
However, 52% of those who actively search for a job
according to their survey response, and 75% of those
who casually search for a job, did not use the job
search tool during the month of the survey. Thus, al-
though job seekers use the job search tool more fre-
quently than those who do not search for a job, many
job seekers cannot be identified with this single activity.

Examining other user activities, we find that in the
month of the survey, active job seekers view, on aver-
age, more than twice as many pages on the platform
as the other users (F(4, 2809) � 26.98, p < 0.001), search
twice as often (F(4, 2809) � 24.55, p < 0.001), and have
a higher probability to update their profile page
(χ2(4, N � 2814) � 65.50, p < 0.001). We also observe
that job seekers grow their social network differently
from nonjob seekers. Users who indicate in the survey
that they are job-seeking form more connections on
the platform during the month of the survey than oth-
er users (F(4, 2809) � 5.34, p < 0.001). In addition, we
find that job seekers were more likely to send invita-
tions to connect, trying to expand their network (F(4,
2809) � 10.42; p < 0.001); however, they are not more
attractive for other users to connect to, receiving no
more or even fewer invitations to connect than other
users (F(4, 2809) � 1.04, p � 0.38). Thus, there is an
asymmetry between invitations sent and invitations
received across the various job-seeking categories.
Last, one could ask whether users strategically expand
their network for job search purposes. To investigate
this, we examine whether the five types of job seekers
differ with respect to the type of users they try to con-
nect to. We find that active job seekers seem to be stra-
tegic in growing their network, connecting to other
users that have relatively more connections than the T
ab
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users to whom the other job-seeking type users are
connecting to (F(4, 1076) � 2.82, p � 0.02).

3.3.2. Longitudinal Analysis of Relationship Between
Job Seeking Status and Activity. The analysis de-
scribed previously provides a snapshot of the differ-
ent user activities during the month of the survey. On
the one hand, we find that job seekers exhibit different
behaviors on the platform both in terms of platform
activity, as well as in terms of social network activity.
On the other hand, it seems that any one single activ-
ity cannot accurately reveal the user’s job-seeking sta-
tus. Hence, a multivariate approach to characterize
job-seeking behavior is more appropriate. An add-
itional source of information to infer job-seeking sta-
tus may come from the users’ longitudinal activity, as
job seekers likely change their activity patterns over
time, possibly even before starting their job search.

Figure 1 summarizes the time series of three of our
main activity variables, along with the time stamp
(shaded area) of the survey in the fifth month of the
data period. The lines represent the level of average ac-
tivity over time for the different users based on their re-
sponse to the job-seeking survey question in month 5.
That is, given the responses in month 5, we compute the
average activity level in each month by the response cat-
egories of the job-seeking survey question. This allows
us, for instance, to examine what those who reported to
be active job seekers in the survey in month 5 did, on
average, in the months before and after month 5. If lon-
gitudinal data are useful in predicting job seekers, we
should expect an increase in average activity for users
who state they are job seeking in the month of the sur-
vey but not for users who are not job seeking in the
month of the survey. Furthermore, we may expect that
most users who are active job seekers in month 5 find a

job at some point, so their average activity likely de-
creases after month 5 and eventually returns to similar
levels as for those who reported to be not seeking.

Several observations regarding Figure 1 are note-
worthy. First, we observe that activity on the platform
is increasing over time, reflecting the general growth of
the social media platform. Particularly, the average
number of page views and the use of the job search tool
increase over time, reflecting the general growth of the
social media platform. To account for such an increase,
and to distinguish it from job search patterns, we include
the number of unique visitors to the platform8 during the
data period as a covariate in our main model. Second, we
find that changes in activity over time may be indicative
of job-seeking status. For instance, the likelihood of updat-
ing the profile page peaks inmonth 5 for users who report
to be active or casual job seekers but not for other users
who report to be not job seeking in month 5. The increase
in profile update activity seems to start before month 5, as
some of these job seekers may have been searching for a
while or may have been preparing their “window
dressing” for the job search. As we move away from the
survey month, the average activity level of those who re-
port to be job seeking converges to the average activity
level of the other users, as these users most likely have
found a job by that time.

In sum, there are two important insights from the
model-free evidence for building our model. First,
job seekers exhibit different behaviors on the platform
than nonseekers, and these behaviors should be char-
acterized by a multivariate set of activities. A single
observed activity cannot fully characterize the unob-
served behavior (job search) of interest. Second, the
activity levels of job seekers change over time, pre-
sumably when their (latent) job-seeking status
changes. Thus, the users’ activity levels and their

Figure 1. AverageMonthly Activity Levels of Probability to Use the Job Search Tool, to Update the Profile, and the Number of
Page Views During the Observation Period

Notes. The survey was fielded inmonth 5 (shaded area). Absolute numbers for activity are scaled by an unknown number.
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change over time can be indicative of the users’ latent
states of job search. This setting is a natural case for a la-
tent state model, such as an HMM, to identify job seeking
from a set of multivariate activities. As the company can-
not survey all users in all time periods, our proposed
model needs to fuse the information from one or more
surveys for a sample of users in one or more time periods.
In the next section, we discuss our modeling approach.

4. Modeling Approach and Estimation
HMMs have been widely used to model latent states of
behavior or latent states of the world (for a recent review
of HMMs in marketing, see Netzer et al. 2017). This class
of models suits our substantive research problem and
data well, because we observe users’ activities on the
platform, which serve as noisy signals of the latent vari-
able of interest: the users’ job-seeking status. Further-
more, it is important to model the dynamics in the job-
seeking states, because users transition in and out of dif-
ferent job-seeking statuses over time. We start with de-
scribing an approach that fuses the survey responses as-
suming they are a perfect representation of job search
behavior and then discuss an approach that relaxes that
assumption assuming imperfect survey responses.

4.1. A PHMM of Job Seeking with Data Fusion for
the Survey Responses

We consider a HMM with K latent states. The latent
state variable Sit takes on the values 1, 2, : : : ,K{ }, cap-
turing in which state user i � 1, 2, : : : ,N is in month
t � 1, 2, : : : ,T. We note that the number of states K
need not directly match the number of job-seeking sta-
tus survey categories because the same job-seeking
status may correspond to multiple observed behaviors
on the platform. For example, there could be two
types of nonjob seekers on the platform, those who
use the platform actively but not for job seeking and
those who do not use the platform frequently other
than occasionally logging in. Our proposed PHMM al-
lows for this flexibility. We observe multivariate user
activity data, Y it, where Y it is a P × 1 vector of P user
activities (e.g., profile updates, total number of searches).
In an HMM, we assume that the probability distribution
of Y it depends on Sit. For example, users in the active
job-seeking state may be more likely to use the job
search tool or view more pages relative to users who are
not in the active job-seeking state.

Importantly, we observe the true job search status for
some users in some time periods through their re-
sponse to the job-seeking survey. Hence, the survey
partially reveals the unobserved state Sit in the month
of the survey, and we can use this information to up-
date the likelihood function corresponding to the path
{: : : , Sit−1,Sit, Sit+1, : : : } taken. As we will show, the
HMM framework provides a natural way to fuse the

survey responses into the likelihood function. Fusing
the survey responses into the HMM likelihood function
helps to calibrate the latent states. At the same time,
it facilitates anchoring the meaning of the latent states
to the context of job search. The resulting modeling
framework is a PHMM, rather than a traditional HMM
framework, because the latent states are partially ob-
served through the one-time survey response. We note
that this representation of a PHMM is different from
common PHMMs in marketing (Ascarza and Hardie
2013, Romero et al. 2013), because these models assume
that some states are always observable for all users
(e.g., a churn state), whereas other states are never ob-
servable. However, our model assumes that all states
are partially observable for a subset of the users and
only during certain time periods. The resulting formu-
lation of the PHMM proposed here is therefore differ-
ent from the one proposed in the above papers.

We build on a standard HMM commonly used in the
literature (e.g., Netzer et al. 2008). The model consists of
threemain components: (a) theK × 1 vector of initial state
probabilities pi � {πi1, πi2, : : : , πiK}, (b) the K × K tran-
sition probabilities matrix Qi � qi11,qi12, : : : ,qi1K,qi21,{
qi22, : : : , qi2K, : : : , qiK1,qiK2, : : : ,qiKK}, and (c) the K × K
diagonal matrix Mit, which contains the state-dependent
activity distributions mitj, that is, Mit �Diag{mit1,mit2,
: : : , mitK}. The users are likely to be heterogeneous in
terms of their activity on the platform and in their ap-
proach to job search. We account for unobserved user-
level heterogeneity by including random-effect intercepts
in each of the three main components (pi,Qi, andMit). In-
cluding random-effect intercepts allows us to separate
within-user baseline activity and transient job-seeking be-
havior. To the extent that different types of job seekers in-
herently exhibit different levels of activity on the plat-
form, these should be captured by the user-specific
intercepts.

4.1.1. State-Dependent Activity Distribution. In our mod-
el, the state-dependent activity distribution is a multi-
variate distribution describing users’multiple activities on
the platform. Conditional on the user’s state Sit, we have
a standard probability model for multivariate behavior.
We model the discrete activities using a binary logit
model. The continuous activities were log-transformed as
log(1 + X) to capture the long tail observed in these activ-
ities and modeled as a type 1 Tobit regression model to
capture the mass and bound at zero (Amemiya 1984). The
probability distribution for the discrete variable p, p � 1,
2, : : : ,P1, is defined as follows:

P Yitp � 1|Sit � k,θ
( ) � exp(δ0pk + δ1pZt)

1+ exp(δ0pk + δ1pZt) ,
k � 1, 2, : : : ,K, (1)

where δ0pk is the logit intercept for activity p given
state k, and δ1p is the regression coefficient for the
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control variable Zt (the unique number of visitors to
the platform to capture general aggregate trends in
activity during the data period). Similarly, the prob-
ability distribution for the continuous variable p, p �
1, 2, : : : ,P2, is defined as follows:

f Yitp|Sit � k,aMi ,θ
( )

� Tobittype1(µitpk,σ
2
pk), (2)

with

µitpk� β0pk + β1pZt + αM
ip , (3)

where β0pk is the intercept of the p th variable in state k,
p � 1, 2, : : : ,P2,β1p is the effect of the time trend on the p
th variable, and αM

ip is a user specific random intercept
for the p th activity variable that captures the difference
between user i's baseline activity and the population
mean. The variance σ2pk is the variance of the residual
error term in the type 1 Tobit model for activity variable
p and state k. In (2), aMi represents the user-specific vec-
tor of random intercepts, and in (1) and (2), θ repre-
sents a vector of fixed-effect parameters. Overall, the
conditional probability of observing user i’s multivari-
ate platform activity at time t, given the user’s latent
state Sit, is given by the joint probability

mitj�P Y it|Sit� j,aMi ,θ
( )

�
∏P1

p�1
P(Yitp|Sit� j,θ)Yitp 1−P Yitp|Sit� j,θ

( )( )(1−Yitp)
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

×
∏P1+P2

p�P1+1
f (Yitp|Sit� j,aMi ,θ)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠: (4)

4.1.2. Initial State Distribution and Transition Probabil-
ity Matrix. We model the initial state distribution πi �
{πi1, πi2, : : : , πiK}, as a multinomial logit model with
K options, with parameters τj as baseline logit thresh-
olds, απ

ij as individual-level threshold random effects,
j � 1, 2: : : ,K− 1, and πiK � 1−Rjπij. Similarly, we mod-
el each row qik � qik1, qik2, : : : , qikK{ } of the K × K tran-
sition matrix Qi using a multinomial logit model, with
φkj as the baseline intercepts for the logit probability
that a user is transitioning from state k to state j in a giv-
en time period, and including an individual-specific
random effect, aQikj, for j � 1, 2, : : : ,K− 1, k � 1, 2, : : : ,K,
as follows:

qikj � P Sit � j|Sit−1 � k,AQ
i ,θ

( )
� exp(φkj + aQikj)∑

l∈Kexp(φkl + aQikl)
,

(5)

with qikK � 1−Rj qikj.

4.1.3. Likelihood Contribution for User i. Ignoring for
the moment that we observe job-seeking status survey
responses, the probability of observed data for user i,

given the user-specific vector of random intercepts
ai and the vector of fixed-effect parameters θ, is
given by

P Y i1,Y i2, : : : ,Y iT|ai, θ( ) � πiMi1QiMi2Qi: : :QiMiT ι,
(6)

where ι is a K × 1 vector of ones. The vector ai contains
the user specific random intercepts for πi,Qi, and Mi,
that is, ai � (aπi ,aQi ,aMi ), where aπi � (απ

i1,α
π
i2, : : : ,α

π
iK−1)’

is a (K− 1) × 1 vector, aQi � vec(AQ
i ), AQ

i is a K × (K− 1)
matrix with (k, j) th element αQ

ikj, and aMi is a vector of
random intercepts for the continuous activity variables.9

We assume a multivariate normal distribution for the
upper-level model of the random intercepts,
ai ~N(0,Ra).

4.1.4. Fusion of Survey Responses with No Response
Error (Deterministic Fusion PHMM). Next, we describe
how to fuse the survey responses into the likelihood
of the HMM to help identify the underlying latent
states, resulting in a PHMM. Intuitively speaking, if
user i responds to the job-seeking survey in time peri-
od t, then the paths of the latent state for time periods
t− 1, t, and t+ 1 are partially known. For example, if
the user indicates she is in job-seeking state s in time
period t, then only transitions into state s are allowed
from time period t− 1 to time period t. This will con-
strain the transition probability matrices for this user
going into time period t. However, as mentioned ear-
lier there could be multiple HMM states of user activ-
ity on the platform that correspond to the same job-
seeking status; thus, the survey may not fully reveal
which HMM state the user is in at the month of the
survey. Additionally, the survey responses may in-
clude response error or response bias, when respond-
ents fail to provide an accurate answer to the job-
seeking question. We first assume no response error
in the survey response (which we call deterministic fu-
sion PHMM) and allow for possible survey response
error (which we call stochastic fusion PHMM) in the
next section.

To capture the partial observability of states during
the months of the survey, we define Qt

i,:→s as a K × K
matrix of zeros except for the s th column(s), which is
the sth column(s) of Qi. For example, consider a six-
state HMM where the first state represents the non–
job-seeking status, the second, third, and fourth states
correspond, respectively, to the would discuss, thinking
about, and casually looking job-seeking statuses, and the
fifth and sixth states represent the active job-seeking
status (e.g., one state may be characterized by low and
the other state by high levels of platform activity).
Suppose user i indicates she is an active job seeker in
time period t. Now we allow user i in period t to only
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transition into states s � 5 or s � 6 by constraining Qi

in period t as follows:

Qt
i,:→s�5,6 �

0 0 0 0 qi15 qi16
0 0 0 0 qi25 qi26
0 0 0 0 qi35 qi36
0 0 0 0 qi45 qi46
0 0 0 0 qi55 qi56
0 0 0 0 qi65 qi66

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
: (7)

If the observed job-seeking status is characterized by
only one PHMM state, then only one column in the
transition matrix in Equation (7) would be set to prob-
abilities and the rest to zeros. The likelihood function
in Equation (6) is slightly modified accordingly to in-
clude the partial observability of the latent states for
user i when the user responds to the survey in time
period t as follows:

P Y i1,Y i2, : : : ,Y iT|ai,θ( ) � πiMi1QiMi2Qi: : :QiMit−1
Qt

i,:→sMitQiMit+1Qi: : :QiMiTi, (8)
which can be further modified if the researcher observes
for user i the true state in multiple time periods. It is not
necessary to explicitly constrain the outgoing transition
matrix in Equation (8), as the outgoing paths are fully
determined by the incoming paths. The likelihood func-
tion in Equation (8) is a fairly simple modification of the
traditional HMM and constitutes a type of a PHMM in
which the researcher observes the latent state in some
but not all time periods. This PHMM may be seen as a
constraint version of an HMM in which certain elements
in the transition probability matrix are fixed to zero at
certain time periods (Monaco and Tappert 2018). As
with any constrained model, we do not expect the fit of
the model to improve; however, fusing the observed
survey into the model helps with calibrating the latent
job-seeking states and grounding the meaning of the
states. This is particularly important for applications in
which state recovery, as opposed to outcome predic-
tions, is the main objective of the modeling effort.

4.1.5. Fusion of Survey Responses with Response Er-
ror (Stochastic Fusion PHMM). The proposed PHMM
assumes that the survey responses fully reveal the re-
spondent’s job-seeking status and fully inform the
HMM states, although it allows for one-to-many map-
pings between the survey responses and states (e.g.,
Equation (7)). However, rich literature in marketing
and psychology point to the possibility that respond-
ents may not fully reveal their true preferences or be-
havior in surveys (Hippler and Schwarz 1987, Schwarz
1999, Tourangeau et al. 2000). To account for possible
response errors, we propose a modification to the way
we fuse the survey responses to the states by allowing
for a lower likelihood of moving to states that do not
match the survey response at the time of the survey.

This is different from the previous deterministic fusion
approach, which fixes the likelihood of moving to
states that do not match the survey response to 0. Spe-
cifically, Qt

i,:→s in Equation (7) is modified to allow for
survey response errors by including in the transition
probabilities a parameter γc, where c �1,2,… ,C are the
survey response categories, such that the likelihood of
state transitions not corresponding to the survey re-
sponse of user i in period t are adjusted downward,
depending on the strength of the correspondence be-
tween the survey responses and the latent states. Thus,
we allow each survey response category to have a dif-
ferent response error. More specifically, for the month
of the survey where user i responds category c to the
job-seeking question, we modify each row in the tran-
sition probabilities matrix in Equation (5) as follows:

qtikj � P Sit � j|Sit−1 � k, AQ
i ,θ

( )

� exp(φkj+aQikj−γcI j ∉ c( ))∑l�K−1
l�1 exp φkl+ aQikl−γcI l ∉ c( )

( )
+exp(−γcI K ∉ c( ))

,

(9)

for j � 1, 2, : : : ,K− 1, k � 1, 2, : : : ,K, and qikK � 1−Rj qikj.
Here I j ∉ c( ) is an indicator function that equals one if
state j does not correspond to survey response cat-
egory c as defined by the survey to state mapping and
equals 0 otherwise. When γc � 0, this model is the un-
constraint HMM. As γc becomes large, the model
forces the transition into the state that corresponds to
the survey response.10

Looking at Equation (9), and following the previous
example with the six-state PHMM, if user i indicates
in period t that she is an active job seeker (c � 5), then
the probabilities of transitioning into states s � 1, 2, 3,
and 4 are being pushed down depending on the mag-
nitude of γ5. In the extreme, if states 5 and 6 perfectly
capture active job seekers (c � 5), then γ5 � 0 and the
probabilities of transitioning into states s � 1, 2, 3, and
4 will be 0.

4.2. Model Estimation Approach
We use a Bayesian framework to estimate the PHMM,
which incorporates cross-user heterogeneity to model
multivariate user activity (Ebbes et al. 2010). We use a
Markov chain Monte Carlo (MCMC) algorithm to dir-
ectly sample the posterior distribution through Metrop-
olis-Hastings (MH) steps (Chib and Greenberg 1995)
using an adaptive tuning of the MH step (Atchadé and
Rosenthal 2005). See Online Appendix B further details
of the MCMC algorithm.

5. Empirical Application
We calibrate the two PHMMs described in Section 4 on
the activity and survey data described in Section 3. We
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fuse the responses to the job-seeking question of the sur-
vey (month 5 of the data window) into the PHMMs and
use the responses to the validation survey in month 14
for holdout prediction. Of the 2,814 users who re-
sponded to the first survey, 491 users also responded to
the second survey. Hence, we continue our analyses
with N � 491 users, from whom we have validation sur-
vey responses, to examine the out-of-sample time period
predictions. Furthermore, in order to predict the job-
seeking status for out-of-sample users, we randomly
split the data into a calibration sample (Ncalibration� 400)
and a validation sample (Nvalidation� 91).

5.1. Selecting the Number of States and the
Mapping Between States and
Survey Responses

For the deterministic fusion PHMM with a one-to-one
mapping between states and survey response catego-
ries, the number of states is equal to the number of
survey response categories (five states in our case).
However, we would like to allow for the possibility
that several PHMM activity states correspond to the
same job-seeking status. In that case, one needs to se-
lect an appropriate mapping between the survey re-
sponse category and the PHMM states. For the six-
state deterministic and stochastic fusion PHMMs,
there are five different possible mappings: {1,1,2,3,4,5},
{1,2,2,3,4,5}, {1,2,3,3,4,5}, {1,2,3,4,4,5}, {1,2,3,4,5,5}. For
example, {1,1,2,3,4,5} corresponds to a PHMM in which
survey response category 1 (non–job seeking) corres-
ponds to two latent states and the four other response
categories each correspond to one state.

Our task now is to select the number of states and to
select which of the one-to-many mappings best fit the
data. Bayesian model fit criteria such as the log mar-
ginal density (LMD) tend to underpenalize complex
models and hence are often inappropriate for model
selection in HMMs (Netzer et al. 2017). Furthermore,
our interest is not to predict the outcome variables
(user activity on the social network platform) but ra-
ther to predict the latent behavior, that is, the state
of job search for each user. Accordingly, for model
selection we use a cross-validation approach by
comparing the candidate PHMM models on their
ability to predict the job-seeking status in a held-out
subset of the calibration sample. Specifically, we
split our calibration sample (Ncalibration � 400) into a
training (Ntraining � 300) and a test sample
(Ntest � 100). We fit the model on data from the 300
training users and predict job-seeking status in
month 5 for the remaining 100 test users.

As the number of states grows, the combinatorics of
the number of possible mappings increases substantially.
Indeed, in this application, given our sample size, as
we attempted to increase the number of states beyond
six the estimation became less stable. Hence, we restricted

our analysis to up to up to 6 states. From a computational
point of view, however, one can use a cloud parallel com-
puting approach (e.g., Amazon Web Services), which al-
lowed us to run the MCMC chains for the different ver-
sions of the PHMM in parallel to test the number of
states andmapping.

In calculating the performance of different models,
we compare the observed job search status from the
survey with the predicted job-seeking state from the
model. We use the filtering approach in each step of
the MCMC sampler (Netzer et al. 2017, p. 419) to calcu-
late the probability that user i is in state S for t � 5 (the
survey period). A challenge arises for computing pos-
terior state membership probabilities for the test users
(Ntest � 100), because we do not have estimates for the
individual-level parameters (ai). We therefore use the
following procedure. Taking θ � θ̄ fixed at the poster-
ior mean estimate from the training sample, we run the
observed activity in the first 4 months of the data of
each test user through the MCMC sampler to generate
a posterior sample of size L of random intercepts ali,
i � 1, 2, : : : ,Ntest, l � 1, 2, : : : ,L, after which we use the fil-
tering approach to compute P(Si5|ali, θ̄,Y i1,Y i2,Y i3,Y i4)
for the test users.

Our prediction involves a multilabel classifier
among highly imbalanced classes as over 40% of the
respondents responded that they would discuss a job
opportunity (category 2 in Table 1). We use four com-
monly used prediction metrics from the statistics and
machine learning literature to compare the models’
performance in the cross-validation task while ac-
counting for the imbalanced data:

1. F1 measure: the harmonic mean of the precision
and recall.

2. Area under the curve (AUC): the area under the re-
ceiver operating characteristics (ROC) curve.

3. Precision-recall curve (PRC): because the AUC can
be sensitive to imbalanced classes we also calculate the
area under the PRC, which better handles imbalanced
data (Saito and Rehmsmeier 2015).

4. Jaccard Index (JI): to examine the models’ ability to
positively predict job-seeking statuses we use the Jac-
card Index, which calculates the ratio of the intersection
of the true and predicted positive outcomes divided
by the union of the two. This measure ignores the
true negatives.

To compute the multiclass AUC, we follow the pro-
cedure outlined in Hand and Till (2001). In order to cal-
culate the F1 multiclass score, we first compute the pre-
cision and recall scores for each of the five classes, take
their average, and then compute the F1 score as the
geometric mean of the averaged precision and recall.
Following a similar procedure, we calculate the multi-
class version of the Jaccard index. To calculate the mul-
ticlass PRC measure, we compute the PRC for each
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class and then take the average across the five PRC
scores.

The top part of Table 2 compares the deterministic
fusion PHMM with five states one-to-one mapping
between the PHMM states and the survey response
categories with the five six-state deterministic fusion
PHMMs with the one-to-many mappings between
survey responses and PHMM states. Overall, the
model that splits the non–job-seeking state (response
category 1) into two job-seeking states (deterministic
PHMM (112345)) seems to fit the data best. The bot-
tom part of Table 2 compares the stochastic fusion
PHMM with five states one-to-one mapping between
the PHMM states and the survey response categories
with the five six-state stochastic fusion PHMMs with
the one-to-many mappings. In this case, the model
that splits the active job-seeking state into two states
(stochastic PHMM (123455)) performs the best. The
overall performance of the best performing determin-
istic and stochastic PHMMs are quite similar. Hence,
we evaluate these two models further in terms of in-
terpretation and predive ability.

5.2. PHMM Posterior Estimates
Table 3, panels A and B, reports the posterior mean and
posterior standard deviation of the parameters of the
three components (π, Q, and M) of the six-state deter-
minist fusion PHMM (112345), and stochastic fusion
PHMM (123455), respectively. For ease of interpretation
we transformed the working parameters (ai and θ)
into posterior probabilities for the discrete variables in
M, into the initial state probabilities and the transition
probability matrix, and into the antilog of the expected
values for the continuous variables in M. The trend pa-
rameters are reported at the working parameter level.11

There are several important observations to note
from the posterior results in Table 3, panels A and B.
First, the estimates of both the deterministic and sto-
chastic fusion models are consistent with the model-
free evidence (Section 3.3). That is, active and casual

job seekers (states 5 and 6 in Table 3, panel A and
states 4–6 in Table 3, panel B) are more likely to up-
date their profile, search for jobs, search on the plat-
form for other information than jobs, and visit more
pages. In terms of social activity, those who actively
search for a job, tend to send more invitations to con-
nections outside their current company, and they tend
to send more invitations than they receive (the ratio is
12.88/3.08 � 4.18 in Table 3, panel A, and 52.65/5.16 �
10.20 in Table 3, panel B), compared with the others
for whom this ratio is more balanced. Additionally,
active job seekers tend to form more connections that
are well connected themselves. This finding suggests
that there is some strategic networking behavior
among job seekers on the platform.

Second, we observe an interesting pattern when we
consider the two non–job-seeking states in the deter-
ministic PHMM (Table 3, panel A). There are non–job
seekers (state 1) that use the platform very little, with
few profile updates, searches, and pageviews. Users in
this state are not actively growing their network either.
At the same time, there is a second group of non–job
seekers (state 2) that use the platform quite frequently,
approximately at the level of casual job seekers. How-
ever, these active non–job seekers use the job search
tool considerably less often than the casual job seekers.
Thus, they are active on the platform but not in a job-
seeking manner. At the same time, users in this state
have a fairly high probability of transitioning into the
thinking about job search state and perhaps start explor-
ing the platform vehicle for job search.

Similarly, the stochastic PHMM (Table 3, panel B)
that splits active job seekers into two states finds a
job-seeking state that is very active on the platform
with respect to almost every activity (state 6) and a
job-seeking state in which users only use the platform
moderately (state 5), less, on average, than users in
the casual job seekers state (state 4). Whereas the active
job seekers who are using the platform frequently are
most likely to transition to state 5 (active job seekers
who use the platform less frequently), active job seekers
who use the platform less frequently are most likely to
transition into a passive job-seeking state (state 3). This
may signal different stages in the job search process,
wherein job seekers are moving from an active explora-
tory search using the social network platform to an off-
line more targeted search at a few companies.

Third, considering the transition probability matrix,
it is reassuring to observe that the diagonal elements
are the highest in most rows, suggesting that users are
more likely to stay in their job-seeking state from one
month to another. Specifically, the low activity non–
job-seeking search states are most sticky. Based on the
deterministic model with only one job-seekers state
(state 6 in Table 3, panel A), if a user is in the active job-
seeking state in month t, then the user’s probability of

Table 2. Prediction Performance for Cross-Validation
Comparing Various PHMMs

JI F1 PRC AUC

Deterministic
fusion
PHMM

12345 0.16 0.28 0.25 0.59
112345 0.19 0.32 0.25 0.57
122345 0.18 0.30 0.26 0.56
123345 0.14 0.24 0.25 0.56
123445 0.16 0.27 0.25 0.56
123455 0.12 0.21 0.25 0.55

Stochastic
fusion
PHMM

12345 0.16 0.28 0.28 0.59
112345 0.17 0.30 0.26 0.55
122345 0.17 0.29 0.23 0.53
123345 0.17 0.29 0.28 0.58
123445 0.11 0.20 0.24 0.55
123455 0.18 0.30 0.28 0.59
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being again in the active job-seeking state in the next
time period is 0.50, which corresponds to a duration of
about two months of active job seeking. This result is
fairly consistent with the reported median duration of
unemployment of approximately 10 weeks).12

Table 4 presents the posterior results for the penal-
ization parameters (γc’s in Equation (9)) for the sto-
chastic fusion PHMM. Recall that higher values reflect
a stronger correspondance between the survey re-
sponse and the PHMM states. We can see that the cas-
ual and active job-seeking response category have the
highest survey response correspondance.

5.3. Posterior Predictions of Job Search Status
To identify the job-seeking status of its users, the plat-
form needs to predict the job-seeking status of the en-
tire user base over time, as it is impossible to survey
all users in every time period. Thus, the company
needs to predict the job-seeking status of users who
never responded to a job-seeking survey and the status
of users who responded to a survey in one time period
for the remaining time periods. To test the model for
such prediction scenarios, we consider (a) predicting
the survey response of out-of-sample users (Nv � 91),
who were not used for model calibration, and (b)

Table 3. Posterior Means (Standard Deviations)

Panel A: Deterministic PHMM (112345)

State 1 2 3 4 5 6
Survey response 1 1 2 3 4 5 Trend

Profile updates (dum) 0.02 (0.01) 0.38 (0.02) 0.19 (0.02) 0.09 (0.02) 0.32 (0.03) 0.55 (0.02) −0.01 (0.00)
Job searched (dum) 0.00 (0.00) 0.14 (0.03) 0.03 (0.01) 0.07 (0.01) 0.73 (0.03) 0.62 (0.03) 0.01 (0.01)
Total searches 1.76 (0.50) 11.56 (0.95) 4.61 (0.43) 2.79 (0.22) 7.70 (0.77) 34.83 (2.90) 0.01 (0.00)
Pageviews 7.81 (0.59) 142.19 (6.23) 63.65 (4.37) 52.58 (2.63) 125.57 (7.31) 356.36 (16.45) 0.02 (0.00)
More invitations outside

company (dum)
0.32 (0.29) 0.85 (0.04) 0.86 (0.05) 0.65 (0.11) 0.81 (0.12) 0.90 (0.03) 0.04 (0.05)

Invitations sent 0.06 (0.10) 4.17 (0.33) 3.98 (0.55) 2.73 (0.40) 2.69 (0.34) 12.88 (1.28) 0.01 (0.01)
Invitations received 1.80 (0.24) 3.72 (0.23) 2.31 (0.24) 2.12 (0.09) 2.26 (0.32) 3.08 (0.28) 0.00 (0.01)
Connections formed 1.50 (0.25) 7.81 (0.42) 3.14 (0.22) 2.88 (0.14) 3.07 (0.33) 12.04 (0.97) 0.01 (0.01)
Log number of connections

of invitee
6.21 (4.35) 5.68 (0.27) 5.32 (0.33) 5.24 (0.50) 5.04 (0.68) 7.54 (0.23) 0.03 (0.01)

Initial state distribution 0.37 (0.02) 0.14 (0.02) 0.11 (0.03) 0.20 (0.02) 0.10 (0.03) 0.08 (0.02)

Transition matrix
From 1 to… 0.42 (0.03) 0.10 (0.02) 0.23 (0.03) 0.13 (0.02) 0.07 (0.02) 0.05 (0.01)
From 2 to… 0.08 (0.03) 0.34 (0.03) 0.11 (0.03) 0.40 (0.04) 0.01 (0.01) 0.06 (0.01)
From 3 to… 0.16 (0.02) 0.17 (0.03) 0.35 (0.05) 0.19 (0.04) 0.07 (0.02) 0.05 (0.01)
From 4 to… 0.17 (0.02) 0.15 (0.02) 0.22 (0.03) 0.35 (0.04) 0.07 (0.02) 0.04 (0.01)
From 5 to… 0.26 (0.05) 0.04 (0.03) 0.07 (0.03) 0.19 (0.05) 0.36 (0.04) 0.08 (0.02)
From 6 to… 0.09 (0.02) 0.12 (0.03) 0.11 (0.03) 0.12 (0.03) 0.06 (0.02) 0.50 (0.03)

Panel B: Stochastic PHMM (123455)

State 1 2 3 4 5 6
Survey response 1 2 3 4 5 5 Trend

Profile updates (dum) 0.02 (0.00) 0.25 (0.03) 0.08 (0.01) 0.51 (0.03) 0.29 (0.02) 0.62 (0.03) −0.01 (0.00)
Job searched (dum) 0.00 (0.00) 0.16 (0.02) 0.02 (0.01) 0.49 (0.03) 0.32 (0.02) 0.72 (0.03) 0.00 (0.00)
Total searches 1.12 (0.54) 3.67 (0.29) 1.69 (0.19) 26.57 (2.08) 7.60 (0.58) 62.37 (8.27) 0.00 (0.00)
Pageviews 5.65 (0.42) 55.22 (3.15) 31.13 (1.52) 277.17 (11.62) 116.77 (4.68) 719.36 (46.98) 0.01 (0.00)
More invitations outside

company (dum)
0.20 (0.25) 0.96 (0.06) 0.33 (0.18) 0.84 (0.03) 0.87 (0.03) 0.93 (0.03) 0.01 (0.04)

Invitations sent 0.05 (0.08) 2.55 (0.40) 1.58 (0.26) 12.56 (0.68) 2.85 (0.17) 52.65 (5.81) 0.00 (0.01)
Invitations received 1.80 (0.23) 1.65 (0.33) 2.13 (0.07) 3.02 (0.23) 3.03 (0.15) 5.16 (0.66) 0.01 (0.00)
Connections formed 1.57 (0.25) 1.92 (0.20) 2.51 (0.08) 13.20 (0.54) 5.66 (0.22) 43.87 (3.01) 0.00 (0.00)
Log number of connections

of invitee
4.70 (4.51) 4.90 (0.63) 4.68 (0.59) 7.61 (0.12) 5.08 (0.24) 9.91 (0.16) 0.03 (0.01)

Initial state distribution 0.36 (0.02) 0.17 (0.02) 0.17 (0.02) 0.06 (0.01) 0.23 (0.02) 0.01 (0.01)

Transition matrix
From 1 to… 0.46 (0.03) 0.13 (0.02) 0.17 (0.02) 0.07 (0.02) 0.15 (0.03) 0.02 (0.01)
From 2 to… 0.20 (0.02) 0.36 (0.04) 0.18 (0.03) 0.05 (0.01) 0.21 (0.03) 0.00 (0.00)
From 3 to… 0.15 (0.01) 0.15 (0.03) 0.35 (0.02) 0.05 (0.01) 0.30 (0.03) 0.01 (0.00)
From 4 to… 0.10 (0.03) 0.03 (0.03) 0.18 (0.04) 0.27 (0.03) 0.39 (0.04) 0.03 (0.01)
From 5 to… 0.11 (0.02) 0.15 (0.03) 0.27 (0.03) 0.09 (0.01) 0.35 (0.03) 0.03 (0.01)
From 6 to… 0.00 (0.00) 0.01 (0.01) 0.01 (0.01) 0.11 (0.03) 0.14 (0.04) 0.73 (0.04)
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predicting users in out-of-sample time periods, that is,
predicting the users’ response to the validation survey,
which occurred approximately one month after the end
of the calibration data window. Table 5 summarizes
our prediction schema for out-of-sample periods and
users. We note that, unlike other applications of HMMs
in marketing, our objective is not to predict the state-
dependent activities (M) in future periods but rather to
predict the latent states of the users.

We consider three types of holdout predictions (Ta-
ble 5):

1. For the calibration sample (Nc � 400), we predict
the job-seeking status in month 14. These predictions
test the model’s ability to predict the job-seeking status
for users who were previously surveyed by the firm
but who’s current job-seeking status is unknown.

2. For the holdout sample (Nv � 91), we predict the
job-seeking status in month 5. These predictions test
the model’s ability to predict the job-seeking status for
users who were never surveyed but for a time period
in which some users were surveyed. We use only the
observed activity during the first four months of the
holdout sample to predict the job-seeking status of
these users in month 5.

3. For the holdout sample (Nv � 91), we predict the
job-seeking status in month 14. This represents the
most challenging prediction scenario to test our model:
predicting for users whowere not surveyed before dur-
ing a time period in which no survey was conducted.
Arguably, this scenario reflects the most typical busi-
ness case, as survey sample sizes generally are small

relative to the total userbase (millions of users in our
case). Hence, this scenario is the cleanest and most
practical prediction scenario to test our model.

We do not predict the job-seeking status in month 5
for users who responded to the survey as these data
were directly fused into the PHMMs. We compare the
predictions of four versions of PHMMs with the predic-
tion ability of two machine learning benchmark models
that use all the available user activity in the four
months before the prediction month. Machine learning
models, and specifically the RF model, have been used
by the company we collaborated with to identify poten-
tial job seekers. Our set of models is as follows:

1. Det. PHMM 12345: The deterministic fusion five-
state PHMMwith one-to-one mapping between survey
responses and job-seeking states.

2. Det. PHMM 112345: The deterministic fusion six-
state PHMM with two HMM states for the non–job-
seeking status.

3. Stoch. PHMM 12345: The stochastic fusion five-
state PHMMwith one-to-one mapping between survey
responses and job-seeking states.

4. Stoch. PHMM 123455: The stochastic fusion six-
state PHMM with two HMM states for the active job-
seeking status.

5. Lasso: A regularized ordered logit regression with
the survey responses as the dependent variable and
lagged user activity in the four months before the job-
seeking prediction period as predictors.

6. RF: Similar to the Lasso regression but with a RF
ordered logit model that allows for possible nonlinear-
ities in the relationship between platform activity and
job-seeking behavior.

To calibrate the Lasso and RF models, we regress
the observed survey response in month 5 as an ordin-
al variable on the same (nine) variables that were used
to calibrate the PHMMs in months 1, 2, 3, and 4. To
predict the job-seeking status for the second survey
we use the user activity in months 11,12, 13, and 14.
Thus, the machine learning models include dynamics
via the lagged observed activities as covariates, mak-
ing them strong contenders to the PHMMs as they fit

Table 5. Schematic Overview of the Prediction Analyses

Cross section

Time

Month 5: Survey Month 14: Validation survey

Calibration
sample
(Nc � 400)

In-sample users and in-time period [1] In sample users, out-of-time period
No predictions are made as the users’ job-

seeking status was directly fused into the
PHMMs for these users in that time
period.

Predict job-seeking status in month 14 for
users whose responses to the survey
were used to calibrate the model.

Holdout sample
(Nv � 91)

[2] Out-of-sample users and in-time period [3] Out-of-sample-users, out-of-time period
Predict job-seeking status in month 5 for a

hold-out sample of users at the time
period of the survey.

Predict job-seeking status in month 14 for
a hold-out sample of users at a time
period after the calibration time period.

Table 4. Posterior Means (Standard Deviations) for the
Penalization Parameters (γc’s) in the Stochastic Fusion PHMM

Survey response
category Posterior mean

Posterior
standard deviation

1 0.62 (0.24)
2 0.56 (0.20)
3 0.57 (0.24)
4 0.70 (0.29)
5 0.68 (0.29)
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directly the variable of interest, job-seeking status, as
a function of past activity.13

We compare the six models with respect to the
same prediction metrics used to choose the number of
states and the mapping between states and the survey
job-seeking categories in Section 5.1. We use the same
procedure described in Section 5.1 to obtain the indi-
vidual level parameters (ai) for the holdout sample
users (Nv � 91). Table 6 shows the prediction results
for the six models.

First, we observe from Table 6 that the PHMMs
generally predict job-seeking status better than the
two machine learning benchmark models. Among the
two machine learning approaches, the RF predicts
better than the Lasso. The performance of the four
PHMMs is quite similar. The RF approach is compar-
able to the PHMMs on some measures, but it falls
short on other measures and in particular on measures
that emphasize recall (identifying job seekers) such as
that Jaccard Index.

The prediction analysis in Table 6 includes only one
split of the data into a calibration and a validation set,
which, while random, may be a particular allocation of
observations to the calibration and validation sets. In
Online Appendix E, we present a robustness analysis of
these predictions using a fivefold cross validation ap-
proach. Our results and conclusions remain the same.

We next explore how the proposed PHMM and the RF
approaches perform in predicting job-seeking duration.

5.4. Capturing the Duration of Active Job Search
Thus far, we focused on predicting the job-seeking sta-
tus of a user in a particular month and demonstrated
the potential benefit of the proposed PHMMs over
machine learning–based benchmark models. In this sec-
tion, we demonstrate that this potential benefit arises
from the PHMM’s ability to better capture dynamics in

job-seeking status. By the nature of the latent states, and
the transitions among them, the PHMM should be able
to capture how long a user has been actively searching
for a job and when a user transitions into the active job-
seeking state. This is important for the platform, because
it is particularly interested in identifying those users
who are starting to actively search for a job and know-
ing when a job seeker stopped seeking for a job. In order
to test the ability of the proposed model to capture job
search duration, we asked respondents in the validation
survey how long they had been job seeking. We empha-
size that the validation survey was not used for calibrat-
ing the PHMM. We use the deterministic fusion PHMM
112345 to predict the job-seeking status of the user in
months 8–14.14 We then split the users by their valid-
ation survey response into two groups: those who were
actively searching and those who were not searching
for a job. Respondents who indicated they were actively
job searching, were further split into two groups of job
search duration: (1) those who were actively searching
for at most three months, and (2) those who were active-
ly searching for more than three months.

If the PHMM predicts job searching well, we should
see that those who are actively searching for a job ac-
cording to their response to the validation survey
have a higher likelihood of being in the active job-
seeking state in month 14, relative to users who are
not seeking for a job. Moreover, we should find that
users who indicate in the validation survey that they
have been actively searching for a job for at most three
months, transition from a low probability of being in
the active job-seeking state up to month 11 to a higher
probability of being in the active job-seeking state
after month 11.

To provide some model-free evidence, we investi-
gate the average differences in the four user activities
(i.e., page views, total searches, job searches, and

Table 6. Holdout Predictions for the Three Versions of the PHMM and the RF and Lasso Ordered Logit Benchmarks

Cross section

Month 5: Survey Month 14: Validation survey

Model JI F1 PRC AUC JI F1 PRC AUC

Calibration
sample
(Nc � 400)

Deterministic PHMM 12345 0.14 0.24 0.23 0.55
Deterministic PHMM 112345 0.14 0.24 0.24 0.55
Stochastic PHMM 12345 N/A 0.12 0.21 0.22 0.53
Stochastic PHMM 123455 0.13 0.24 0.23 0.53
RF 0.11 0.19 0.22 0.54
Lasso 0.08 0.16 0.21 0.51

Holdout
sample
(Nh � 91)

Deterministic PHMM 12345 0.16 0.28 0.27 0.59 0.21 0.34 0.29 0.60
Deterministic PHMM 112345 0.13 0.22 0.27 0.60 0.19 0.32 0.31 0.60
Stochastic PHMM 12345 0.15 0.26 0.26 0.55 0.17 0.29 0.30 0.57
Stochastic PHMM 123455 0.16 0.28 0.27 0.57 0.18 0.30 0.25 0.55
RF 0.11 0.19 0.26 0.61 0.10 0.19 0.26 0.58
Lasso 0.13 0.23 0.24 0.55 0.08 0.16 0.24 0.54

Notes. Performance metrics (JI, F1, PRC, AUC) indicate model performance to predict the users’ job-seeking status in month 5 and month 14.
Higher numbers indicate better performance. See definitions of JI, F1, PRC andAUC in Section 5.1.
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profile updates) that we observe before the validation
survey between the job-seeking periods and the non–
job-seeking periods for the users who indicate in the
validation survey that they have been actively search-
ing for a job for up to three months. We find a signifi-
cant difference for page views (on the log-scale; p <
0.001) and total searches (on the log-scale; p � 0.011), a
marginal difference for job searches (p � 0.093) and in-
significant difference for profile updates (p � 0.447).
The insignificant difference for profile updates may
stem from the fact that profile updates are often done
earlier on in the job search process. This analysis sug-
gests that the differences in behavior between job
seekers and nonjob seekers are not merely because of
differences between the two groups of users but be-
cause of a change in behavior of the same user as the
user transitions to a job search status.

Moving beyond model-free evidence, the state pre-
dictions of the PHMM and the strongest contender ma-
chine learning model (the RF model) are provided in
Figure 2. Several interesting observations can be made
from Figure 2. Consistent with the results in Table 6,
the PHMM separates job seekers from non–job seekers
in month 14 (the approximate time of the validation
survey). That is, the likelihood of being in the active
job-seeking state in month 14 is considerably higher for
those who report being job seekers (dotted and dashed
lines) than for those who report not being job seekers
(solid line). The separation in month 14 is less strong

for the RF model, indicating that this model does not do
as well in separating job seekers from non–job seekers.

More importantly, comparing the dashed and dot-
ted lines, we see that the PHMM does well in, not
only predicting who is job seeking, but also in predict-
ing when the users transitioned to the active job-seek-
ing state. Specifically, for those users who indicate
that they were active job seekers for at most three
months (dotted line), the PHMM shows a transition
from a behavior similar to non–job seekers before
month 11, to a behavior consistent with active job
seekers after month 11. For those who state in the val-
idation survey that they have been actively searching
for a job for more than 3 months (dashed line), we see
a consistently higher probability of being in the active
job-seeking state relative to those who state they were
not job seeking in the validation survey (solid line).
Unlike the PHMM, the RF model is not able to pick
up this signal well.

We quantify the effects in Figure 2 for users who
transitioned from a non–job-seeking status to a job-
seeking status by comparing the average estimated
state probabilities of being an active job seeker for the
months the user was job seeking to the months the
user was non–job seeking according to the user’s re-
sponse to the duration question in the second survey
(how many months have you been job seeking). For
the PHMM, the average active job seeking state prob-
ability was 0.21 during the active job-seeking months

Figure 2. Average Probabilities of Being in the Active Job-Seeking State for Months 8–14 for the PHMM (Left) and RF (Right)

Notes. Dashed line: the average probability of being in the active job-seeking state for users that indicated in the validation survey that they were
actively searching for 3 months or longer. Dotted line: the average probability of users that indicated in the validation survey they were actively
searching for a job for at most three months. Solid line: the average probability for users that indicated in the validation survey they were not
searching for a job.

Ebbes and Netzer: Identifying Job Seekers from Social Network Activity Data
16 Management Science, Articles in Advance, pp. 1–21, © 2021 INFORMS



and 0.10 during the prior non–job-seeking months (t
� 2.92, p � 0.007). This difference was much smaller
and not statistically significant for the RF model (0.16
versus 0.15, t � 0.60, p � 0.551), suggesting that the RF
did not detect the transition into active job-seeking
behavior.

The results in Figure 2 and corresponding analysis
demonstrate a potential important benefit of the pro-
posed PHMM; it can detect changes over time in
users’ likelihood of being in a job-seeking state and
may be used to early detect changes in the user’s job-
seeking status. The analysis in Figure 2 has the limita-
tion that it discretizes the active job search duration
into three months or less and more than three months.
However, the survey respondents in the validation
survey provided a continuous measure of how many
months the user has been job searching. To leverage
that information, we estimate a random-effects logit
discrete time proportional hazard model (Gupta 1991)
that predicts the hazard of transitioning into active
job-seeking behavior (where 1 � job seeking and 0 �
not job seeking in the focal month), with the PHMM
predicted active job-seeking state probabilities, and
the RF-predicted active job-seeking status probabil-
ities, in months 8–14, as predictors.

Table 7 shows that the deterministic fusion PHMM
active job search state probabilities (state 6) positively
and significantly predict the hazard of transitioning
into an active job-seeking status (model 1). In contrast,
the RF active job-seeking probabilities do not signifi-
cantly correlate with the hazard of transitioning into
an active job-seeking status (model 2). When includ-
ing both probabilities (PHMM and RF model) as pre-
dictors in the same hazard model (model 3), only the
PHMM probabilities significantly correlate with the
hazard of active job seeking. Additionally, the model
fit (as measured by the deviance) of model 1 is similar
to that of model 3, suggesting that once the PHMM
state probabilities are included, the RF probabilities
do not add additional information.

In sum, our findings in this section provide conver-
gent support for the proposed model as an approach to
infer and predict latent behavior (job-seeking status)

from observed activity that are indirect noisy proxies
of the latent behavior of interest. Our proposed model
not only provides rich insights into job-seeking behav-
ior but it also predicts job-seeking status better than
machine learning-based approaches, because it more ef-
fectively captures transitions between active and nonac-
tive job-seeking behaviors. Such information may be
used for targeting purpose as we demonstrate next.

6. Targeting Job Seekers
From a marketing perspective, the social network plat-
form is interested in detecting job seekers in order to
target such users with relevant marketing offers. We
demonstrate how the proposed approach can be used
to profitably target potential job seekers through the
platform’s internal direct mail tool (for convenience
we will abbreviate this tool as d-mails). d-mails are
among the most common recruiting tools on the plat-
form. d-mails serve as an internal cold-call tool allow-
ing strangers on the social network platform to email
users they are not connected to. According to the plat-
form, this tool is often used by recruiters to identify
potential candidates. Thus, the effectiveness of a d-
mail should increase if it is being sent to a job seeker
instead of a non–job seeker. At the time of the data col-
lection, a d-mail cost $10 per d-mail if the user re-
sponded to the d-mail within 7 days. If the user did
not respond to the d-mail within 7 days, the sender
would receive a $10 credit back. In other words, from
a profitability point of view, it is important for the plat-
form that users respond to d-mails. We examine
whether targeting d-mails to those users who are iden-
tified by our proposed approach as job seekers would
lead to higher response rates and higher profits.

The data (Section 3) used to calibrate and validate
the model (Sections 4 and 5) did not include exposure
and responses to d-mails. However, we obtained from
the data provider a second user activity data set that
includes, in addition to the user activity on the plat-
form, information on whether and when the user re-
ceived a d-mail and whether the user responded to it.
This second data set also allows us to test our PHMM

Table 7. Estimates of a Random-Effect Logit Discrete Time Hazard Model of Transitioning into Active Job-
Seeking Behavior with the Predicted Active Job-Seeking State Probabilities of the PHMM and the RF Model
as Predictors

Model 1 Model 2 Model 3

Estimate
(standard error) p value

Estimate
(standard error) p value

Estimate
(standard error) p value

Constant −1.01 (0.29) 0.001 −0.83 (0.34) 0.014 −0.96 (0.39) 0.013
PHMM 2.00 (0.80) 0.013 2.05 (0.84) 0.015
RF 1.23 (1.27) 0.488 −0.37 (2.02) 0.854
Deviance 224 232 224

Ebbes and Netzer: Identifying Job Seekers from Social Network Activity Data
Management Science, Articles in Advance, pp. 1–21, © 2021 INFORMS 17



approach to model job-seeking behavior for a new set
of users. The second data set includes 1,621 users for
whom we observe their activity on the platform during
the 12-month time period of June 2011–May 2012. As
before, we observe a response from these users to a job
search survey in the fifth month of the data window.15

We estimate the deterministic fusion PHMM 112345
for this second data set. The interpretation of the states
and model estimates are consistent with those found
for the first data set in Section 5 (See Online Appendix F
for the posterior estimates of the parameters of the
PHMM for this data set).

For the set of users observed in this sample, we ob-
serve whether and when they received a d-mail, and, if
they received a d-mail, whether they responded to it.
Overall, during the 12-month data period, 864 d-mails
were sent, an average of 0.53 d-mails per user, with 317
positive responses. First, we examine the 72 d-mails
(and 21 positive responses) that were sent during the
month of the survey to the 1,621 users (Table 8). Be-
cause of the relatively small number of d-mails with
positive responses, we analyze the data at three (rather
than five) job-seeking response categories. Following
the platforms’ classification of the response categories,
we define non–job seekers as those who responded in
the survey that they are not job seeking (response cat-
egory 1), passive job seekers as those who responded
that they would discuss or are thinking about job seek-
ing (response categories 2 and 3), and active job seekers
as those who responded that they are casually or ac-
tively job seeking (response categories 4 and 5). We
note that the platform used this classification of the sur-
vey responses into three categories when analyzing the
survey results. Table 8 shows that the d-mails were
sent with approximately equal probability to the three
job-seeking status types. However, active job seekers
are more likely to respond to d-mails (33.3%) than non-
job seekers (14.3%). That is, senders of the d-mails do
not seem to identify and/or consider the job-seeking
status of the users, despite the potential higher response
rate of active (and passive) job seekers. One possible ex-
planation is that senders have no obvious way of recog-
nizing who is an active job seeker on the platform.
Thus, there may be an opportunity to improve the ef-
fectiveness of d-mails by targeting users based on their
inferred job-seeking status. This is of particular finan-
cial importance to the platform because it does not col-
lect any revenue for d-mails to which users did not re-
spond. Accordingly, we compare the current policy of
sending d-mails with a policy that prioritize sending d-
mails to those who are identified as job seekers based
on our proposed model.

We consider the 864 d-mails sent during our period
of observation for which we observe the users’ actual
response. We evaluate a policy that sends 100 d-mails
and targets users based on the following:

1. Current policy, for which we select 100 d-mails ran-
domly from the set of 864 d-mails observed in our data.
This policy mimics the policy observed in the data.

2. A job-seeking state policy, for which we rank the 864
users who received a d-mail based on their predicted
probability of being in the job-seeking states (states 5
and 6) according to the proposed deterministic fusion
six-state PHMM (112345), and subsequently select the
100 users with highest probabilities as targets.

We evaluate the policies based on the actual responses
from the targeted users. The current policy results in a
36.5% response rate, leading to a profit for the platform
of $3.65 per d-mail sent. On the other hand, when the
same 100 d-mails are targeted to those with the highest
likelihood of being in the job-seeking states of the PHMM,
the response rate increases to 47%, resulting in a profit
for the platform of $4.7 per d-mail sent. This corre-
sponds to a 29% lift in profit. Given the number of d-
mails sent on the platform every month, such a lift in
profit could have substantial financial implications.

7. Conclusion
Many companies nowadays observe rich customer ac-
tivity data that they can use for targeting customers.
However, consumers’ motivation and hence the basis
for targeting are often not driven by customers’ ob-
served traits but rather by their latent states such as
job seeking, expecting a child or a relocation. In order
to successfully target customers, it is, therefore, im-
portant to identify the customers’ latent states from
their observed behavior. The targeting of customers
may be particularly important for the firm during pe-
riods of transition from one state to another in order
to make appropriate and timely offers to the
customer.

We develop two versions of a PHMM to uncover
the latent states of job search using data from an on-
line social network platform with a substantial profes-
sional networking component. From a methodological
point of view, unlike most marketing applications of
HMMs, our research demonstrates the usefulness of
HMMs to uncover and predict the latent states as op-
posed to predict activity given the state. Furthermore,
we extend the traditional HMM framework to a

Table 8. d-Mails Received and Responded to in the Month
of the Job-Seeking Survey Based on the Users’ Responses to
the Survey

Job seeking
state (response
to survey)

Probability of
receiving d-mails

Probability of
response to d-mails
(given received)

Non-job seeker 3.3% 14.3%
Passive job seeker 5.0% 32.5%
Active job seeker 4.6% 33.3%
N 1,621 72
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PHMM framework that naturally fuses longitudinal
(social network) activity data with (possibly noisy)
one-time survey data that asks users about their latent
state. This is particularly useful for applications where
detecting the latent state of the customer is of major
business importance to the firm, as is the case for the
social network platform we collaborated with.

We demonstrate that the proposed PHMMs more
accurately predicts the users’ job-seeking statuses, both
for out-of-sample users and out-of-time periods, com-
pared with, for instance, the RF machine learning mod-
el. Importantly, we show that the proposed approach
predicts how long users are actively job searching and
when they transition into the active job-seeking state,
whereas the RF model was not able to capture such dy-
namic patterns. Additionally, our proposed approach
allows the firm to identify which platform activities are
associated with job search. Finally, we demonstrate the
marketing value of predicting the latent states by ap-
plying the proposed approach to a targeting campaign.
Using data from a past targeting campaign, we show
that targeting based on the users’ predicted job-seeking
status from the proposed model can result in a profit
lift of 29%, offering a considerable improvement over
the targeting practice observed in the data.

In this paper, we obtained a rather unique and
rich data set from a social networking platform about
users’ activity on the platform as well as their re-
sponses to two waves of a job-seeking survey. How-
ever, as with any data set, there are also limitations to
our data.

First, there may be some degree of self-selection in
terms of responding to the surveys by more active
users on the platform. Thus, our data fusion for users
who did not respond to the survey may not be MAR.
To investigate the extent to which our violation of
MAR is related to job-seeking behavior, we compare
users who responded to both surveys (N � 491) to
users who responded to only the first survey (N �
2,323). We find that those who responded to both sur-
veys are indeed, on average, more active on the plat-
form, by visiting more pages and conducting more
searches. However, they do not update their profile
more often. Importantly, comparing the survey re-
sponses of the two groups to the job-seeking question
in the first survey, we find that there is no significant
difference in their responses (χ2(4,N � 2, 814) � 2.08,
p � 0.72). In addition, the first survey also included a
few demographic questions, such as age, gender, and
income. Although 50+ users were more likely to an-
swer both surveys, there was no difference in gender
and income between those that answered the survey
once or twice. Interestingly, there was also no differ-
ence in employment status (full time, part time, self-
employed, unemployed, or other) at the time of the
first survey between those that only answered the first

survey and those that also answered the second sur-
vey (χ2(4, N � 2,814) � 0.85, p � 0.93). Thus, we con-
clude that, while our data fusion may violate MAR
with respect to platform activity, it does not with re-
spect to basic demographic characteristics, and more
importantly, to our variables of interest – job seeking
and employment status. We note that our results
should be particularly applicable to the somewhat
more active user group. It would be very difficult to
identify job-seeking status (or anything for that mat-
ter) for users with very limited activity on the plat-
form. Future research could explore ways to model
the missing data mechanism if data are also available
for users who were not exposed to a survey (Kama-
kura and Wedel 2000).

Second, one may argue that asking users about their
job-seeking status may prompt users to start searching
for a job and become more active on the platform. That
is, a mere-measurement effect (Morwitz et al. 1993)
would explain the high activity observed once the users
receive the job-seeking status survey. If this were the
case, then we should see an increase in activity for all
users, including those who responded to the survey to
be non-job seekers on or following the month of the
survey (month 5). As shown in Figure 1, the average ac-
tivity level of non–job seekers does not exhibit such an
increase. Another reason why we do not believe that
our results have mere-measurement effects is that the
validation survey was fielded shortly after the end of
the data collection period (month 14). If the results
were driven primarily by mere-measurement, we
would not be able to predict the job-seeking survey re-
sponses from activity before the validation survey, be-
cause by definition, mere-measurement effects can only
occur after the measurement.

Third, one could argue that one may use the user’s
profile information, particularly position and/or com-
pany change, to identify job seeking instead of using
the survey responses. Based on discussions with the
data provider and preliminary data analysis, we con-
clude that such proxies are unreliable indicators for
job-seeking status. According to the data provider,
users are often unreliable in promptly updating their
profile page following a successful job search. In fact,
users often wait with updating their profile page until
their next job search. Our data support this notion.
We find that those who were job searching according
to their survey response in month 5, were more likely
to modify their position during the three months be-
fore the survey than those who were not job seeking
(F(1,2182) � 51.11, p < 0.001). This finding suggests
that position change may be an indicator of a future
job search rather than an indicator of a past job search.
Additionally, whereas company or position change
may signal the end of a successful job search, these in-
dicators would not identify those who have been job
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searching for a long time nor those who searched for a
job but decided to not take it.

Fourth, we are constrained in our analysis by the
sample size of the survey responses, which is relative-
ly small compared with the user base of most online
social networking platforms. One may wonder about
the scalability of our proposed approach to the typical
size of the user base on the platform. We note that,
although estimating the proposed approach on the
sample of users is computationally intensive, our out-
of-sample prediction approach is scalable. Specifically,
our approach to estimate ai for the out-of-sample
users and predict their latent job search state is rather
fast, can be run on parallel processors, and is therefore
scalable to a large user base (Section 5.2). Similarly, as
the number of states increases, we recommended us-
ing parallel processor machines or cloud computing
to run the models with different matching between
surveys responses and states in parallel and choose
the appropriate model based on test data predictive
measures (Section 5.1).

To conclude, in this research, we identify latent
(job seeking) states from activity on a large social net-
work platform. We believe that the proposed ap-
proach is applicable to many business settings where
firms need to identify customers’ unobserved life
transitions, such as expecting a child, relocating, buy-
ing a house or going to college, from noisy observable
signals. We encourage future research to explore such
settings using our proposed modeling approach. We
believe that our proposed approach that fuses survey
responses for a sample of customers with longitudinal
activity data through latent state modeling is a prom-
ising avenue to take.
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Endnotes
1
At the request of the firm that provided the data, we do not dis-

close the company name. However, identifying who is job seeking
is at the heart of the firm’s business model, and job seeking is an im-
portant reason for users to engage with the social network platform.
Furthermore, many recruiters use the platform to evaluate candi-
dates. According to the firm and its financial reports, a substantial
part of the firm’s revenue comes from targeting job seekers.
2

See https://www.statista.com/statistics/873648/us-staffing-industry
-market-size/ (last accessed September 2020).
3
The sample was fully anonymized (i.e., we do not observe the

identity of the users or of their connections, nor do we observe
the user’s personal profile page). The sample was drawn from the
platform’s U.S. user base. We have limited information regarding
the social connections of the users. At the request of the data pro-
vider, we also masked the absolute monthly activity levels by
multiplying them with a random number, which was a single
draw from a uniform distribution on the interval [0.5, 1.5], in all
tables and figures.

4

This variable includes any update of the profile page, such as pic-
ture, title, education, or bio. We found that updates of each aspect
of the profile were too infrequent to include as separate variables in
our model for this sample. Similarly, multiple profile updates per
month were not frequent enough to treat this variable as a count
variable in our model. Hence, we collapsed these profile update
types into a single dummy variable.
5
We choose a Tobit type 1 rather than a type 2 specification because

the 0s in our data do not arise from a particular participation pro-
cess (e.g., self-selection), and simply reflect lower bound activity.
As we do not model the participation process, a type 1 Tobit is the
natural choice.
6

Bolding was added for exposition purposes in the paper but was
not present in the actual survey. This question was designed for the
data provider by an external consulting firm.
7

At the time of our study, the U.S. unemployment rate was nearly
10%, which resembles the responses to “I am actively looking for a
new job and sharing my resume,” providing some face validity to
these survey responses (source: Bureau of Labor Statistics 2017).
8
We obtained the number of unique visitors to the platform in each

quarter (interpolated to the monthly level) from the data provider.
9

To allow for reliable estimation of the random-effect parameters,
we do not include random-effect intercepts for the state-dependent
behavior of the discrete variables and the continuous variables that
we observe for only five time periods (how many new connections
the user formed, how many invitations the user sent or received,
and how many connections, on average, the new connections of the
user had).
10

We also estimated a different version of the stochastic PHMM in
which, instead of modifying the transition matrix, we include in the
state dependent activity distribution mitj, another activity in the
month of the survey that captures the survey response. See Online
Appendix A for details. That version of the stochastic fusion
PHMM performed less well than the one presented here.
11
The posterior means and standard deviations of the working pa-

rameters are available from the authors upon request. In Online Ap-
pendix C, we discuss the posterior results for the upper-level model
(heterogeneity).
12

See https://www.bls.gov/opub/ted/2011/ted_20110602.htm (last
accessed September 2020).
13

We report details of the Lasso and RF models and results in On-
line Appendix D.
14

Given that the different PHMMs perform rather similarly (Ta-
ble 6), we present here the results for the deterministic fusion
PHMM 112345 and compare it with the RF approach. We obtain
similar results when using the stochastic fusion PHMM 123455
model.
15

For this sample, we observe a slightly different set of activities
compared with the first data set. Specifically, we observe whether
the user viewed any jobs on the platform, whether the user updated
the education and/or position section of the profile page, the
number of invitations received and sent by the user, the number
of pages the user viewed, and the number of people that viewed
the user’s profile page.
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