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Abstract

Language is a uniquely human trait at the core of human interactions. 
The language people use often reflects their personality, intentions 
and state of mind. With the integration of the Internet and social media 
into everyday life, much of human communication is documented as 
written text. These online forms of communication (for example, blogs, 
reviews, social media posts and emails) provide a window into human 
behaviour and therefore present abundant research opportunities for 
behavioural science. In this Review, we describe how natural language 
processing (NLP) can be used to analyse text data in behavioural science.  
First, we review applications of text data in behavioural science. Second, 
we describe the NLP pipeline and explain the underlying modelling 
approaches (for example, dictionary-based approaches and large 
language models). We discuss the advantages and disadvantages of 
these methods for behavioural science, in particular with respect to 
the trade-off between interpretability and accuracy. Finally, we provide 
actionable recommendations for using NLP to ensure rigour and 
reproducibility.
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In this Review, we provide a high-level overview of NLP methods 
and their applications in behavioural science. First, we review potential 
NLP applications and introduce associated methods (such as sentiment 
analysis). Second, we outline the NLP pipeline and explain the underly-
ing modelling approaches, including dictionary-based approaches and 
LLMs. We discuss the advantages and disadvantages of these methods 
for behavioural science, with particular consideration of the trade-off 
between interpretability (the extent to which researchers can under-
stand the decision logic underlying the inferences made) and accuracy 
(the extent to which NLP outputs align with the ground truth, such as 
human judgements or other objective measures). Finally, we provide 
guidelines for the rigorous use of NLP in behavioural science. Through-
out our Review, we adopt an interdisciplinary perspective that aims to 
bridge computational and behavioural science.

Applications of NLP in behavioural science
NLP offers a powerful toolset for analysing text data from various 
sources (Box 1) to infer psychological constructs (Table 1). The goal 
of the research dictates the methods used. In this section, we discuss 
three main applications of text analysis in behavioural science research: 
exploratory content analysis; annotating text by psychological 
construct; and relating constructs to behavioural outcomes.

Exploratory content analysis
Exploratory content analysis using NLP aims to uncover patterns, 
themes or insights from large text datasets without predefined hypoth-
eses (Fig. 1a). Exploratory content analysis is particularly useful for 
generating descriptive insights and understanding narratives that 
might not be immediately apparent (for example, discourse patterns on 
social media31). Although exploratory content analysis can be used as a 
stand-alone approach, it is often used to gain a preliminary understand-
ing of text data prior to more focused analyses or modelling. As such, it 
can also serve as a basis for generating behavioural hypotheses and for 
supporting qualitative research (for example, by identifying themes or 
by coding interviews and open-ended survey questions32).

Exploratory content analysis can encompass a range of NLP 
methods. Common approaches include frequency-based analyses 
(for example, counting the most commonly used terms), co-occurrence 
analysis (for example, studying how often words appear together), 
named entity recognition (for example, identifying people, organi-
zations or locations) and clustering approaches (for example, 
categorizing documents into meaningful topics). Visualization 
(for example, word clouds) is often used to make the extracted patterns 
more discernible. Researchers often use a combination of methods to 
explore the text data in a systematic manner.

Exploratory content analyses using NLP can also be used to track 
changes in language use over time. For example, representing words 
and documents as vectors in high-dimensional space can reveal 
changes in language that reflect cultural, societal or topical changes33,34, 
such as shifts in public discourse35 or public sentiment towards specific 
topics36. Thus, NLP tools can offer insights into how concepts and 
meanings of words evolve.

However, it is crucial to distinguish between words and concepts 
when tracking changes in language as well as in NLP analyses more 
generally37,38: Words function as symbols to denote concepts, whereas 
concepts represent collective understandings that are shaped by their 
use in society. This distinction is important because word usage might 
change over time or differ between social groups while the underlying 
concept they represent might remain stable or shift in different ways. 

Introduction
With 5.4 billion people online today, many social interactions now 
occur through text1. Each day, the average person sends and receives 
approximately 80 emails2 and 50 text messages3. Additionally, people 
scroll through nearly 300 feet of online content daily, equivalent to 
reading every page of the New York Times three times over4,5. Thus, 
people probably learn from and communicate through text more now 
than at any time in human history.

This abundance of text data can be leveraged by behavioural 
science researchers to understand psychology and capture human 
behaviour6–8. People express and reflect their personality9, emotional 
state10, intentions11, social group membership12,13 and psychological 
well-being14 through textual communication. For example, text written 
by individuals can be used to predict their personality traits, such 
as openness, conscientiousness, extroversion, agreeableness and 
neuroticism15, indicating a strong connection between language use 
and underlying psychological processes16,17. Thus, text data can provide 
a window into human behaviour, and researchers can use such data for 
both theory building and theory testing.

To analyse text data, researchers use techniques from natural 
language processing (NLP), a field at the intersection of computer 
science, artificial intelligence and linguistics18. NLP involves the devel-
opment and use of algorithms and models that enable computers to 
process and generate human language in a way that is both meaningful 
and useful. NLP approaches can range from simple methods, such as 
counting word frequencies19, to advanced techniques, such as using 
large language models (LLMs) to generate text20,21. NLP outputs can 
then inform downstream analyses that are grounded in theoretical 
concepts from behavioural science.

NLP offers several advantages over manual analyses of text histori-
cally used in behavioural science. The biggest advantage of NLP over 
manual text analysis is computational: automated analysis makes it 
possible to analyse large datasets, such as thousands of social media 
posts, emails or digitized books. Consequently, researchers can con-
duct studies with larger sample sizes than those based on manual 
analysis of text data, leading to more fine-grained analysis and more 
generalizable findings.

NLP also offers practical advantages. First, manual analysis of text 
data in multiple languages is typically limited by researcher expertise 
and costs. By contrast, NLP tools (such as machine translation) can han-
dle multiple languages, which enables use of multilingual datasets and 
therefore broadens the scope of behavioural science research across 
different cultural contexts21,22. Such multilingual research is particularly 
important for enhancing diversity, equity and inclusion, and generating 
comprehensive evidence beyond WEIRD (Western, educated, indus-
trialized, rich and democratic) countries23–25. Second, NLP facilitates 
measurement of complex constructs that are challenging to quantify 
manually. For example, NLP can be used to measure the novelty of ideas 
by comparing text against large corpora of existing literature26–28 or to 
detect linguistic bias29,30 by comparing the frequency and context of 
specific words or phrases across different datasets (which would be 
difficult to detect manually due to the sheer volume of data and the 
nuanced nature of such biases).

NLP methods have been used by behavioural scientists for dec-
ades, but they are growing in popularity as they become cheaper to 
implement and easier to use. It is therefore important for non-experts 
to have clear guidelines on how different NLP methods should be cho-
sen and rigorously applied, particularly for fields in which NLP is not 
part of the core methodology.

http://www.nature.com/nrpsychol


Nature Reviews Psychology

Review article

For example, youth might assign new meanings to existing words, or 
the word ‘freedom’ might be used across political discourses but the 
concept it represents could be interpreted differently depending on 
the community or context. Thus, researchers should not conflate words 
with concepts when interpreting NLP analyses.

Annotating text by psychological construct
Text can be annotated to identify psychological constructs in the data. 
Traditionally, annotating text by psychological constructs was done 
through manual labelling by humans. However, NLP can be used to auto-
mate this process (Fig. 1b). In simple keyword-based approaches, word 
frequencies are counted according to some keyword lists. In machine 
learning approaches, a small set of manually annotated texts (called 
labels) are used for training the model, which can then annotate a large 
set of texts automatically. LLMs, in particular, have been used for this 
purpose21,39,40. LLMs offer zero-shot functionality, which means that 
LLMs do not need task-specific training but can simply annotate a text 
following a prompt (for example, a prompt to classify the sentiment of 
a social media post as positive, neutral or negative41).

The choice of annotation method is subject to an interpretability– 
accuracy trade-off. Keyword-based approaches are often reliable 
and interpretable, thereby ensuring internal validity. However, 
keyword-based approaches can also be inaccurate if, for example, 
the authors of the analysed text use irony. By contrast, LLMs can con-
sider both context and semantics, which makes LLMs highly accurate. 
However, it is often unclear how LLMs annotate text, rendering their 
decision logic non-interpretable.

Sentiment analysis is used to annotate text in terms of its positive 
or negative valence42–44. Sentiment (also referred to as valence, tone and 

polarity) can be captured as a categorical variable indicating whether 
the text is generally positive, negative or neutral, or as a numerical 
measure indicating how positive-leaning or negative-leaning the text is. 
Affective computing (algorithms that can detect and respond to human 
emotions42,43) can be used to annotate text on the basis of the perceived 
affective states of authors or readers (for example, machine learn-
ing can anticipate how readers will respond to a text and, thereby, 
predict their affective states), typically in terms of discrete emotions 
(such as anger, fear or sadness) or a 2 (valence) × 2 (arousal) model 
of emotions. Stance detection is used to annotate text based on the 
presented attitude towards a certain topic, entity or claim (for example, 
whether the author of the analysed text is in favour, against or neutral 
towards it)45,46. Opinions towards particular aspects of a product or 
service can be determined using aspect-based sentiment analysis45 
or opinion mining47.

Relating constructs to outcomes
NLP-generated text features are often integrated into explanatory 
regression models to isolate and test the effects of specific NLP-derived 
features on outcomes of interest (Fig. 1c). For example, researchers can 
examine how specific text characteristics (such as pronoun use) relate 
to psychological constructs (such as personality traits48) or influence 
cognitive and affective processes49. Additionally, psychological con-
structs can be extracted from text to then study how these influence 
individual outcomes (for example, how emotional expressions impact 
attitude formation50).

NLP can also be used to build predictive models that can fore-
cast future behaviour or psychological states51 (such as emotions52, 
depression53,54, anxiety54, well-being52,55, mental disorders53,54 and 

Box 1 | Text sources
 

Various offline and online text sources are used in behavioural 
science, each with distinct advantages and disadvantages. Offline 
text sources (such as letters178 and essays179) often capture day-to-day 
activities and provide insights into human behaviour under real-world 
conditions. For example, letters enable researchers to study private 
interpersonal behaviour that is not shared publicly. However, a 
substantial challenge is that these text sources must first be obtained 
and then digitized. Furthermore, the size and representativeness of 
offline text sources are often limited, which can make it challenging 
to generalize findings.

Online text sources offer several advantages: they provide easy 
access to digitized data, enable real-time data collection through 
designated application programming interfaces or web scraping 
interfaces and facilitate longitudinal studies that capture behaviour 
over time. Online text sources are often large and capture a diverse 
sample of individuals (including under-researched populations who 
typically do not participate in psychological studies). Prominent 
examples of online text sources that have been used in behavioural 
science research include social media posts12,35,54,56,145, forums176,180,181, 
news articles78,182, emails178, web searches183, digitized books165,184 and 
online diaries174.

However, online text sources also pose challenges for researchers 
owing to noise (for example, the presence of spammers, bots 
or other automated accounts185), inaccuracies in self-reported 
socio-demographic information and sample populations that are 

not representative of the broader society (for example, online text 
sources often reflect a young, tech-savvy population186). Text from 
some online sources (such as social media platforms and forums) 
also tend to reflect more extreme political or religious views than the 
average population because people are more likely to share extremist 
opinions in light of the anonymity of the Internet187–190 and because 
there are specialized platforms where such extremist opinions are 
not prohibited191. Nevertheless, online spheres are important for daily 
life and therefore both reveal and influence behaviours related to 
information consumption, communication and opinion formation.

Some research examines the link between offline and online 
behaviour by integrating datasets from both sources. Such research 
can reveal how online narratives develop in response to offline 
events (for example, to understand collective responses to terrorist 
attacks174,175 and global pandemics166,176,192), as well as how online 
social interactions influence offline behaviour (such as vaccine 
hesitancy193, individuals’ psychological state145,177 and violence36,56). 
However, aligning data from different sources and making causal 
inferences with observational data are often challenging.

Finally, natural language processing (NLP) can be used to 
analyse other linguistic content (such as YouTube or TikTok videos 
or interviews) after using voice-to-text technology to transcribe 
speech into written form, and for content explicitly collected 
as part of a research study (such as free-text fields in survey 
responses194,195).
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distress52) from text (Fig. 1d). Such predictive models could be used 
as early warning systems, for example, to predict offline violence during 
protests from social media posts56 or identify critical mental states that 
require medical attention53. Predictive models based on text input can 
be used to inform the design of targeted interventions (for example, 
tailoring counter-arguments based on textual characteristics57).

The NLP pipeline
The process of using NLP involves several key steps: text preprocessing, 
text representation, modelling and analysis. These steps can vary 
depending on the models being used (Fig. 2).

Text preprocessing
The first step in NLP is preprocessing58, which involves cleaning and 
normalizing the text data. Preprocessing is important for several 
reasons. First, preprocessing removes noise, such as irrelevant 
parts of documents and misspellings, which can otherwise lead to 

incorrect results. Second, text data often come from diverse sources 
with different formats, languages and styles. Preprocessing steps such 
as lowercasing and removing stop words (commonly used words in 
a language that do not carry meaning, such as ‘a’ or ‘the’ in English) 
ensure consistency across the dataset, which makes the data uniform 
and easier to analyse. Third, text data are typically high-dimensional, 
with thousands of unique words and phrases. Preprocessing simplifies 
the dataset by reducing the dimensionality for downstream steps.

Preprocessing should be grounded in knowledge of the data 
and the intended analyses. For instance, PDF files or other rendered 
formats typically need to be converted into a machine-readable format. 
When dealing with text data in a foreign language, machine translation 
tools (such as Google Translate or DeepL) can be used to translate 
the different source languages into a common language59. However, 
machine translation tools can fail to accurately capture meaning across 
cultural contexts60. Such inaccuracies are typically difficult to detect 
unless researchers are bilingual.

Table 1 | Examples of how natural language processing (NLP) has been used to infer psychological constructs

Construct Description Examples

Attitudes Beliefs and values that guide individuals’ 
judgements and actions

Inferring out-group animosity from social media content to study its effect on online 
engagement12

Identifying political orientation from texts141 and then comparing language use across 
political ideologies142–144

Measuring how morally tinged messages about political issues are transmitted through 
social networks145,146

Cognitive 
complexity

The degree of abstract thinking Measuring cognitive complexity to understand individual differences in personality 
development147

Measuring cognitive complexity from press conference and debate speeches to assess 
differences between political candidates148

Using language to study how humans learn149–151

Communication 
styles

Patterns in the way individuals communicate Measuring trends of fact-speaking152, belief speaking152 and incivility153 in political 
communication
Measuring linguistic complexity in news articles to determine whether the simplicity or 
fluency of language increases reader attention154

Identifying linguistic cues predictive of deception in offline versus online 
communication155–160

Creativity and 
novelty

How innovative and original certain ideas are Measuring creativity of ideation processes when devising metaphors120

Measuring how innovative new ideas are over time28,121,122

Cultural and 
social norms

Values, beliefs and behaviours considered 
acceptable in a specific society or group

Identifying shifts in cultural perceptions over time161 or long-term cultural trends162,163

Analysing the use and presence of stereotypes over time164,165

Quantifying polarized rhetoric by humans over time166

Emotions Subjectively experienced feelings usually 
directed towards a specific object (such as anger, 
disgust, fear, joy, trust, sadness and surprise)

Inferring discrete emotions in social media posts to study whether angry posts are more 
likely to go viral167,168

Characterizing emotions across political ideologies142–144

Measuring the effect of discrete emotions on the perceived helpfulness of information169

Motives A person’s reason for doing something Extracting AirBnB host motives and relating them to downstream host behaviour170

Personality 
traits

Attributes that describe an individual’s consistent 
patterns of thoughts, feelings and behaviours

Predicting the Big Five personality traits from language use171

Psychological 
well-being

Linguistic markers that are indicative of mental 
health states such as depression and anxiety

Identifying depression, anxiety and suicidal thoughts in blog posts172

Determining how user demographics are related to sharing information about mental 
illness173

Sentiment The overall positivity or negativity of text Quantifying the sentiment of news headlines to test whether there is a negativity bias in 
information consumption78

Tracking mood changes in response to offline events such as terrorist attacks174,175 and 
global pandemics176

Analysing whether exposure to positive (negative) information leads to an increased use of 
positive (negative) words to test whether emotions are contagious in social interactions177
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There are several common preprocessing steps for normalizing 
text data (Box 2). These typically include converting all characters to 
lowercase, removing punctuation, correcting misspellings, removing 

URLs and replacing smileys with text-based placeholders. Although 
lowercasing is usually done first because it helps to standardize the text, 
the order of the other steps is generally of little importance (that is, pre-
processing step order might lead to very minor quantitative differences 
but the qualitative findings will typically be consistent).

The choice of preprocessing steps depends on the specific task at 
hand. For example, if the purpose of the analysis is to extract common 
nouns (such as company names or names of people), researchers might 
skip lowercase conversion because capitalization can be informative 
for identifying these nouns in the data. Similarly, if the purpose of 
the analysis is linguistic style (studying how authors write instead 
of what they write), researchers might skip stemming (reducing words 
to their base or root form) and lemmatization (grouping words that 
have the same inflected forms), and avoid removing stop words such 
as pronouns because these words can be indicative of writing style. 
Researchers might also need to customize the dictionary of stop words 
to include context-specific words that appear in most text units within 
the corpus they are working with (for example, the term ‘review’ in 
online reviews).

The preprocessing steps required can also vary depending on the 
downstream methods that will be used. For example, feature-based 
approaches (where texts are carefully cleared and features are manu-
ally extracted from text) often require more extensive preprocessing 
compared with LLMs44 because LLMs are designed to capture complex 
patterns in text in a data-driven way.

Finally, there is no single best approach to preprocessing61; it often 
involves trade-offs between accuracy and simplicity. Thus, different 
approaches could be tested as a robustness check. To ensure reproduc-
ibility, researchers should document and report all preprocessing steps 
(for example, by releasing the underlying code)62. Researchers should 
also convert data into a platform-independent format (such as UTF-8) 
to ensure compatibility across different operating systems.

Text representation
The next step in NLP after preprocessing is to transform the text into 
a numerical format that can be processed more effectively. Such 
numerical formats are often referred to as ‘representations’ or ‘features’. 
Two representations are especially common: the bag-of-words model 
and the paragraph vector model.

In the bag-of-words model63, the frequency of words in a text docu-
ment is counted. The output is typically a document–term matrix, 
which represents the text in terms of how often terms appear in each 
document. This approach has two main disadvantages: it loses the 
order of words (and therefore the context-dependent meaning of indi-
vidual words or even texts as a whole) and it includes many frequent but 
non-informative words (such as ‘the’). The former is an inherent issue 
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Fig. 1 | Different objectives of natural language processing (NLP) in 
behavioural science. a, In exploratory content analysis, NLP is used to 
uncover patterns or themes from text data without predefined hypotheses. 
These exploratory findings often inform and guide more focused subsequent 
analyses. b, Text can be annotated by psychological constructs through simple 
keyword-based approaches or machine learning approaches. c, Measurements of 
psychological constructs can be integrated into statistical models to test theories 
about their relationships with behavioural outcomes. d, Machine learning models  
can be trained to predict behavioural outcomes from text data, often for use 
as an early warning system or to trigger behavioural interventions. LLM, large 
language model.
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Fig. 2 | Overview of the natural language processing (NLP) pipeline. The NLP 
pipeline varies depending on the underlying model used. a, Dictionary-based 
approaches require preprocessing of the raw text and then a dictionary 
lookup is used to annotate the text according to a psychological construct. 
b, In representation-based machine learning, preprocessed text is transformed 
into a numerical format (document–term matrix or embedding-based 

representation). Machine learning models are then applied to predict annotations. 
c, Large language models (LLMs) can be prompted to output an annotation 
directly (zero-shot prompting), a small set of labelled data can be provided 
with the prompt to guide the model (few-shot prompting) or the model can be 
fine-tuned to a specific task. LLMs typically require minimal preprocessing steps.
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with the bag-of-words model, whereas the latter can be addressed by 
applying a transformation that maps absolute frequencies onto rela-
tive frequencies weighted by how often words generally appear in the 
dataset. Feature selection (removing rare terms so that only words 
that appear with relatively high frequency are kept, such as the top 
500 words) can be used to deal with the high-dimensional nature of 
the document–term matrix.

In the paragraph vector model64, vector representations for entire 
paragraphs or documents — rather than just individual words65–67 — are 
computed. The paragraph vector model performs exceptionally well 
in capturing semantic meaning in documents of varying lengths64,68.

The output of the paragraph vector model is called word embed-
ding or document embedding, depending on whether embeddings 
(mathematical representations in the form of vectors) are being 
computed for a set of documents or individual words. Embeddings 
are typically computed via large neural networks that place each 
word (document) vector into a high-dimensional space, so that 
similar words (documents) are closer together and dissimilar words 
(documents) are more distant. Thus, word (document) embeddings 
are grouped by semantic similarity69. For example, the embedding for 
‘happy’ would be closer to that of ‘joyful’ than to that of ‘depressed’. 
Embeddings are computationally advantageous because they are typi-
cally low-dimensional and continuous (compared with document–term 
matrices which are high-dimensional and sparse). Word embeddings 
can be created through pretrained, neural language models such as 
Word2Vec (ref. 66) and GloVe67; document embeddings are typically 
created using advanced transformer models (deep learning neural 
network models that capture relationships in sequential data) such as 
BERT70. LLMs can also be used for creating (document) embeddings.

The choice of text representation (that is, whether to use the 
bag-of-words model or the paragraph vector model) depends on 
the downstream task and the specific requirements of the analysis. 
For example, dictionary-based modelling approaches typically use a 
document–term matrix as input, whereas LLMs use embeddings. There 
is also a trade-off between interpretability and accuracy. Specifically, 
the bag-of-words model is interpretable but ignores word order, and 
therefore context, meaning that it might be inaccurate when sentences 
contain negations or irony. The bag-of-words model is therefore use-
ful when researchers want to understand how psychological con-
structs are being extracted from text data. By contrast, the paragraph 
vector model can capture semantic meanings but lacks interpret-
ability because the embeddings in the paragraph vector model are 
high-dimensional vectors where the individual dimensions have no 
direct interpretation. Representing text as embeddings using the 
paragraph vector model is therefore preferred when psychological 
constructs need to be measured with high accuracy.

Supervised modelling methods
The text representation is used as input in modelling, which outputs the 
variable of interest (such as a psychological construct). There are two 
common supervised NLP modelling approaches that use labelled data: 
dictionary-based approaches and machine learning. Machine learning 
can be further subdivided into representation-based methods and 
LLMs. Each approach has its strengths and limitations. The choice 
of modelling approach depends on the specific research ques-
tion and is typically governed by the trade-off between interpretability 
and accuracy (Fig. 3).

In general, approaches that work out of the box, such as dictionary- 
based approaches and general-purpose LLMs, are powerful for initial 

prototyping, which in the context of NLP refers to quickly testing ideas 
or hypotheses before committing to more complex or customized 
methods. For example, researchers might use a simple dictionary to get 
a quick sense of whether the emotional tone of a set of interview tran-
scripts correlates with some behavioural outcome of interest, whereas 
other machine learning models are generally needed for specialized 
questions (for example, predicting the risk of depression for a certain 
patient cohort14) or when dealing with multimodal data (for example, 
predicting receptivity to misinformation from a combination of text 
and network data71). If possible, researchers should use more than one 
approach to demonstrate the robustness of their findings.

Box 2 | Common preprocessing steps in  
natural language processing (NLP)
 

	• Lemmatization: a technique that groups together words that 
have the same inflected forms. For example, lemmatization 
reduces ‘better’ to ‘good’.

	• Named entity recognition: identification of entities such as 
names of people, organizations, locations and dates. Depending 
on the research question, named entities are often stripped 
from the text, so that the downstream analysis can focus on the 
linguistic style.

	• Negation handling: a common method of negation handling is to 
treat negated terms as pseudo-words (for example, transforming 
phrases such as ‘not good’ into ‘not-good’), which preserves the 
context but introduces the inverted meaning.

	• n-Grams: an n-gram is a sequence of n tokens or words that 
are used as features in the downstream analyses. Common 
examples are bigrams (n = 2) and trigrams (n = 3). n-Grams help 
to capture word order, and therefore semantics.

	• One-hot encoding: a technique to convert words into binary 
vectors, where the values are all zero except for the one element 
that refers to the word and has a value of one. For example, ‘cat’, 
‘dog’ and ‘fish’ are represented as [1, 0, 0], [0, 1, 0] and [0, 0, 1].

	• Part-of-speech tagging: assigns parts of speech (nouns, verbs 
and adjectives) to each word in a text based on the context. 
Part-of-speech tagging is useful for syntactic analysis.

	• Stemming: a technique similar to lemmatization used to reduce 
words to their base or root form. For instance, stemming reduces 
the words ‘fishing’, ‘fished’ and ‘fisher’ to ‘fish’. Stemming is a 
common feature reduction technique.

	• Stop word removal: the process of removing common words 
(for example, ‘and’, ‘the’ and ‘is’) that appear frequently in texts 
but offer little value in understanding the meaning. Stop word 
removal reduces noise.

	• Term frequency–inverse document frequency: a statistical 
measure used to evaluate how ‘characteristic’ a word is to a 
document in a collection or corpus. This measure increases 
proportionally to the number of times a word appears in 
the document (term frequency) but is downweighted by the 
overall frequency of the word in the corpus (inverse document 
frequency), which adjusts for the fact that some words appear 
more frequently in general.

	• Tokenization: the process of breaking down text into smaller 
units called tokens, which can be words, syllables, phrases 
or symbols.
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Dictionary-based approaches. Dictionary-based approaches (Fig. 2a) 
assign labels to documents on the basis of predefined lists of keywords 
(so-called dictionaries72,73). These dictionaries classify words into 
predefined categories, such as positive, neutral and negative74, as well 
as more complex categories such as emotions75, moral language76, 
political orientation75 and hate speech77. The frequency of these words 
within a text is counted and used to calculate a numerical score, such 
as the ratio of positive to negative words78.

Dictionary-based approaches offer several benefits: they are scal-
able, easy to implement and highly interpretable. Researchers can 
manually inspect the word lists to understand precisely how inferences 
were made. Furthermore, many dictionaries such as Linguistic Inquiry 
and Word Count79 have been extensively validated10. For common 
constructs such as sentiment, multiple dictionaries are available80–82, 
enabling researchers to compare results using different dictionaries 
to ensure robustness. However, dictionary-based approaches might 
be less accurate than machine learning methods21,44 owing to their 
inability to capture contextual information, such as idioms or nuanced 
semantics (for example, ‘high’ is positive in the context of revenue 
but negative in the context of blood pressure), or to interpret literary 
devices such as sarcasm. Furthermore, translating dictionaries and 
creating new dictionaries are labour-intensive and time-consuming.

There are several methods for constructing dictionaries. One 
method is to have human annotators (such as online survey partici-
pants or experts) classify words. Such manual annotation ensures that 
dictionary classifications align with human perception. For example, 
the Linguistic Inquiry and Word Count dictionary was created through 
expert annotation. Other methods seek to reduce the effort of manual 
annotation. For example, one method is to analyse co-occurrence 
patterns using a manually defined set of seed words, but where the num-
ber of seed words is very small and where all subsequent steps are then 
automated. For example, if clearly positive or negative words are used 
as seed words, all words that frequently appear in close proximity 
would also be classified as positive or negative83. Finally, in regression 
approaches a small set of documents are labelled manually according to 
a construct, and then the labelled data are used in a regression analysis 
where the (weighted) term frequencies are regressed to explain the 
psychological construct of interest. Again, such regression approaches 
require a small set of labels from human annotation but, in subse-
quent steps, the approach can be applied to label much larger datasets. 
The regression coefficients indicate the dictionary classification. 

Regression is often combined with regularization techniques to avoid 
overfitting and to address multicollinearity84.

Dictionary-based approaches are recommended when researchers 
care about interpretability (that is, how psychological constructs are 
measured). Even if a machine learning approach is chosen, it is often 
beneficial to incorporate a dictionary-based approach as a robustness 
check that allows for interpretability. Human validation (comparing the 
labels assigned by NLP with those assigned by human annotators, typi-
cally for a smaller subset of the original dataset) is typically needed to 
ensure the accuracy of dictionary-based approaches85, especially if 
researchers create their own dictionary.

Representation-based machine learning. In representation-based 
machine learning (Fig. 2b), text is mapped onto a suitable represen-
tation and then entered into a machine learning model to predict 
labels of interest (for example, the psychological construct). 
There are two main approaches for making predictions from text 
representations — feature-based representations and embedding- 
based representation — both of which require extensive technical 
expertise.

In feature-based approaches, covariates (such as term frequencies) 
are computed from texts and then entered into a machine learning 
model that is trained in a supervised manner using annotated labels 
that represent the psychological constructs of interest. Different 
machine learning models can be used. For instance, a simple approach 
is to input columns of the document–term matrix into a regularized 
linear regression model84. Alternatively, word order can be captured 
through more advanced methods such as recurrent neural networks86. 
One advantage of feature-based representations is that inferences 
are easy to understand when interpretable machine learning models 
(for example, linear regression or decision trees) are chosen; perfor-
mance for these linear models can be compared with performance for 
non-linear models (such as neural networks) to help to interpret the 
importance of more accurate but less interpretable methods.

Embedding-based approaches use dense vector representations 
(embeddings) to capture the meaning of words or phrases within 
their context by positioning similar words or phrases closer together 
in a high-dimensional space. The embeddings can either be used as 
inputs for machine learning models or can be fine-tuned to a dataset 
to further optimize the model for a specific task without incurring high 
computational and monetary costs87. Although embedding-based 

Interpretability

Accuracy

Representation-based
machine learning

Linear models Neural networks

EmbeddingsDocument–term
matrix

Dictionary-based
approachesMost interpretable Most accurateLarge language

models

Fig. 3 | Interpretability–accuracy trade-off in supervised natural 
language processing (NLP) models. Dictionary-based approaches are highly 
interpretable; researchers can easily understand how specific words or phrases 
relate to psychological constructs. However, these methods might lack accuracy 
when dealing with complex language use, such as sarcasm or context-contingent 
word meanings. Representation-based methods vary in terms of interpretability 
and accuracy depending on the underlying machine learning model and text 

representation. For example, combining document–term matrices with linear 
models allows for interpretability in the sense that researchers can understand 
the exact logic of how inferences are made. By contrast, models based on 
neural networks and/or embeddings have typically good accuracy but their 
interpretability is restricted to simple post hoc explanations. Large language 
models are not interpretable; however, they typically have the highest accuracy 
of all methods owing to their consideration of context and semantics.
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approaches cannot be interpreted in a straightforward manner because 
they encode text into vectors in a high-dimensional space, they are very 
good at modelling complex linguistic patterns. For instance, embed-
dings from the BERT language model can differentiate meanings of the 
same word based on its surrounding context in the sentence70.

Both feature-based and embedding-based approaches require a 
sizable number of annotated training samples (typically n > 1,000), 
which can be costly and time-consuming to obtain. Following best prac-
tices in machine learning, researchers must ensure rigorous splitting 
of training and testing datasets to avoid overfitting, hyperparameter 
tuning (testing different configurations of the machine learning model, 
such as different sizes of neural networks) should be performed to 
optimize model performance and the steps for hyperparameter tuning 
should be reported to promote reproducibility.

Large language models. LLMs can generate human-like text based 
on prompts (for example, using techniques such as next-word 
prediction20). Notable examples of LLMs are GPT88 (which is the 
LLM behind ChatGPT) and Llama89. Methodologically, LLMs are 
machine learning models based on the transformer architecture90 
that are designed to efficiently process and generate text data. LLMs 
excel in various tasks, such as annotating text with psychological 
constructs21,40,91,92, answering questions93, summarizing content94 
and machine translation95, often without specific training. This 
versatility can be attributed to the fact that LLMs are pretrained on 
large, diverse datasets.

LLMs can be used to make inferences in three ways (Fig. 2c): 
zero-shot prompting, few-shot prompting and fine-tuning. In zero-shot 
prompting, the LLM directly responds to a prompt without any addi-
tional data or training. This ‘out-of-the-box’ approach is user-friendly 
and versatile41,96. Different prompting strategies can be used to improve 
accuracy, such as chain-of-thought reasoning in which the task is bro-
ken down into smaller, incremental subtasks with clear instructions96. 
However, experimenting with different prompting strategies is cru-
cial to ensure robustness and optimal performance because LLM 
outputs can be sensitive to the exact prompt wording91. In general, 
prompt effectiveness is highly dependent on the specific task, and 
the best prompt is often only found after extensive experimentation97. 
In few-shot prompting, a small set of labelled documents or examples 
(typically a few dozen are sufficient) are provided with the prompt to 
guide the LLM. Finally, the LLM can be fine-tuned for a specific task 
using a large set of labelled data. Fine-tuning can improve perfor-
mance on the desired task92 but comes with large computational and 
monetary costs. In general, the effectiveness of fine-tuning is highly 
task-specific and data-specific. For some tasks, suitable datasets to 
use for fine-tuning might not be available, or the costs of data annota-
tion might be prohibitively high. In other cases, fine-tuning might 
not yield performance improvements because the LLM has already 
acquired the required knowledge during training or because the data 
are of poor quality98,99.

LLMs have several advantages for behavioural science91,92. 
One important advantage is their high accuracy for measuring psy-
chological constructs from text data21. For example, previous research 
found that LLMs can accurately predict intercorrelations between 
different personality scale items100. Moreover, LLMs are relatively 
easy to use in combination with prompting, which eliminates the need 
for manual tuning and reduces the technical knowledge required for 
analysis. LLMs can also automatically analyse text in different lan-
guages without having to translate the text first21. Although LLMs were 

initially limited to specialized computer systems because of their high 
resource demands, more recent models (such as Llama-3.1 8B) can 
work on traditional desktop computers while still competing with 
state-of-the-art LLMs101.

However, LLMs also have notable shortcomings91,92. First, there is 
essentially no transparency regarding how LLMs make inferences102. 
For example, although LLM-based approaches could predict whether 
a person has a mental disorder from social media posts, LLMs could not 
be used to identify which linguistic cues (such as the use of pronouns) 
predict a mental disorder. In the latter case, dictionary-based methods 
and simpler machine learning models (such as linear models) are pre-
ferrable. Second, LLMs are prone to algorithmic biases, often repeating 
stereotypes present in their training data or other historically ingrained 
biases103–107. For example, LLMs have been found to generate racially 
biased outputs based on people’s dialect104. Thus, an interpretable 
approach might be preferrable when processing texts from disadvan-
taged groups because the decision logic can be audited. Third, it can be 
difficult to reproduce results from LLMs because of their probabilistic 
nature (LLMs often rely on randomness in their internal processes, such 
as during model initialization and sampling when generating outputs) 
and fast pace of development (for example, the software packages used 
for certain LLMs are no longer maintained). Fourth, LLM creators might 
limit certain outputs such as comments on political orientation, or the 
use of swear words, which might be relevant to certain behavioural 
science research questions. Fifth, LLMs are typically less accurate for 
languages with limited available data for training (such as dialects or 
Indigenous languages) because many state-of-the-art LLMs are trained 
primarily using English text. Finally, although proprietary LLMs often 
represent the state-of-the-art, they can limit reproducibility because 
their underlying architectures, training data and model parameters 
are not publicly available. Moreover, the proprietary nature of LLMs 
aggravates the problem of implicit data leakage because it is unclear 
exactly what data the LLM have been trained on. If the LLM has already 
encountered a dataset during its training phase, it might ‘leak’ this 
knowledge during analysis, providing artificially high performance 
or biased results108. Both issues could undermine the reliability of 
research findings102,109.

Unsupervised methods
In contrast to the supervised modelling methods described above, 
unsupervised methods operate without labelled data. Instead, they 
identify patterns within a dataset. Here, we describe two common 
unsupervised approaches: topic modelling and text similarity.

Topic modelling. Topic modelling uncovers the underlying themes 
within a large collection of text documents. Thus, the objective is 
primarily exploratory. That is, the topics are not known a priori but 
inferred in a bottom-up manner.

There are several popular methods for topic modelling. Latent 
semantic analysis is based on the document–term matrix and uses 
singular value decomposition to reduce the dimensionality of the 
document–term matrix and infer relevant topics110. It is relatively sim-
ple and intuitive. However, latent semantic analysis does not consider 
context, which can be problematic for synonyms or for understand-
ing certain expressions. In addition, latent semantic analysis is not 
computationally scalable.

Latent Dirichlet allocation is a probabilistic approach where each 
document is assumed to be a mixture of various topics, with each topic 
distributed over words111. Latent Dirichlet allocation is interpretable 

http://www.nature.com/nrpsychol


Nature Reviews Psychology

Review article

and is typically better suited than latent semantic analysis for cap-
turing topics in large collections of documents owing to its proba-
bilistic nature, which enables it to better capture variability in large 
text datasets. However, latent Dirichlet allocation is computationally 
expensive and, similar to latent semantic analysis, does not capture 
context-specific meanings of words.

Other approaches to topic modelling involve using embeddings 
to create document representations, which are then clustered using 
algorithms such as k-means or DBSCAN112. These approaches capture 
the text semantics but they are not interpretable. Researchers have 
also developed end-to-end frameworks for embedding-based topic 
modelling (for example, BERTopic113).

Choosing the number of topics in topic modelling is inherently 
challenging, and in general there is no ‘optimal’ number of topics. 
Instead, the choice depends on the desired granularity and the domain 
of study. A common strategy is to fit several topic models with vary-
ing numbers of topics and then compare them on different metrics, 
such as perplexity (how well the model can predict topics for unseen 
data114). Some methods (such as HDBSCAN115) can suggest a recom-
mended number of topics. Importantly, insights should not depend 
on a specific number of topics, and researchers should repeat the 
analysis with different numbers of topics to ensure that the results 
remain qualitatively consistent.

Given the challenges in choosing the preferred number of topics, 
validation is crucial to ensure that the topics are meaningful. One 
approach is to use visualization, where a technique for dimensionality 
reduction (such as t-SNE116) is applied on top of the embeddings, so 
that researchers can visualize the clusters to see whether they are 
disjoint. Another strategy is human validation117. For example, to 
validate whether content in a topic is coherent, human respondents 
can be asked to identify an intruding word from a set of characteristic 
words for each topic (word intrusion test); or to validate the assign-
ment of documents to topics, respondents can be given a text and 
asked to identify the correct topic among other intruding topics (topic 
intrusion test).

Naming topics in topic modelling is typically done manually by 
considering the common words for each topic and then assigning a 
name that best captures the joint theme of those words. The relevance 
score measures how important a word is within a topic, which can be 
helpful for naming the underlying theme in the topic118. LLMs have also 
been used to assist in the naming process by prompting the LLM to sug-
gest topic names119. Validation through manual analysis is crucial to 
confirm that the identified topics are meaningful.

Text similarity. Text similarity measures how different documents 
are from each other, which is often used as a proxy for novelty or 
creativity28,120–122. Text similarity has also been used to understand the 
similarity of interpersonal communication and language use between 
individuals, such as in employer–employee relationships123 or in dating 
behaviour124.

Classic similarity or distance measures include the Levenshtein 
distance, which measures distances in characters and is given by the 
minimum number of single-character edits (insertions, deletions or 
substitutions) required to change one word into the other. It is effec-
tive for measuring the similarity at the character level (for example, for 
understanding how severe spelling errors are). A common measure at 
the document level is the Jaccard similarity, which evaluates the num-
ber of common words within two texts. Both of these similarity metrics 
can also be used for linguistic style matching (assessments of whether 

texts from two different sources are similar in word choices, syntax and 
other language features125), but often with additional preprocessing 
(for example, comparing the term frequencies of function words only). 
However, neither Levenshtein distance nor Jaccard similarity capture 
the context of words, thereby potentially missing semantic nuances.

Advanced approaches to assessing text similarity use distance 
or similarity metrics in the embedding space. The most widely used 
metric is cosine similarity, which, unlike the classical Euclidean distance 
(the length of a line segment between two embedding vectors), adjusts 
for inflated distances in high-dimensional embeddings126. However, 
not all embeddings can be used together with cosine similarity, so 
caution is indicated127.

In general, similarity or distance measures should be selected 
based on the research question (for example, whether one cares more 
about similarity at the character level or at the document level, or 
similarity in terms of topics or style). Researchers should also consider 
whether they are interested in similarity in terms of writing style or 
content (how and what somebody writes, respectively). If embedding 
space is used for analysing similarity, it is important to understand 
which embeddings are used and how they were created. Finally, 
researchers should consider multiple metrics and perform checks to 
ensure that the results are reasonable and consistent.

Analysis
Inferred psychological constructs (or other NLP modelling outputs) 
serve as input for downstream analysis. In explanatory analysis, 
inferred psychological constructs are entered into a statistical model 
(such as a regression model) for hypothesis testing. There are several 
important considerations when conducting explanatory analysis. 
First, the inferred measurements of psychological constructs them-
selves can be noisy, potentially leading to a ripple effect in the analysis, 
whereby inaccuracies in the initial measurement can propagate through 
the subsequent steps of the analysis. For example, if the NLP meth-
ods introduce noise when inferring psychological constructs, those 
errors might distort the results of the statistical analysis, leading to 
incorrect conclusions about relationships between variables or the 
strength of observed effects. To address this issue, a SIMEX correction 
(a statistical technique that accounts for measurement bias) can be 
applied128. Further, many NLP analyses involve large datasets. Thus, 
statistical analyses should focus on effect sizes — rather than just sta-
tistical significance — to determine the practical importance of the 
estimated effects. Interpreting effect sizes should be guided by theory, 
and researchers should assess whether effect sizes are consistent with 
existing knowledge. Comparing observed effect sizes with theoretical 
predictions is crucial for contextualizing the magnitude of effect sizes 
and interpreting their practical significance.

In prediction studies, the goal is to assess how accurately infer-
ences about psychological constructs can be made for new, previously 
unseen data points (for example, for individuals not included in 
previous datasets). This evaluation process requires carefully assess-
ing the model’s ability to generalize beyond the data it was trained on. 
Specifically, the evaluation should focus on testing the model’s out-of-
sample performance (that is, its accuracy when applied to data that 
were not used during the model’s training phase). Further, it is often 
helpful to use a naive baseline (a simple model used as a point of com-
parison). A naive baseline provides a minimal level of performance 
that the more complex model should surpass, which helps to contex-
tualize the prediction performance of the complex model and ensures 
that the complex model has accurately learned the relationships 
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between text data and labels. For example, to assess the contribution 
of text data to the overall prediction, the prediction model can be 
compared with a simple baseline model without text, a model with 
a more parsimonious structure (for example, a linear model instead 
of a non-linear model) or even an implausible model trained on irrel-
evant information (for example, how often the letter ‘x’ appeared in a 
document)129.

It is also possible to make causal inferences from text data130, such 
as the causal effect of text data (for example, the positivity or negativity 
of a news headline) on some behavioural outcome (for example, news 
consumption)78. In such cases, additional care is needed to ensure that 
the typical assumptions of causal inference hold130. Several tailored 
approaches have been developed for causal inference with text data 
to address this issue131.

Recommendations
There is little consensus on how to use NLP methods in behavioural 
science, and we therefore offer a practical checklist in Box 3. Below, 
we highlight several overarching recommendations.

First, validation is crucial to ensure the accuracy of measured 
constructs, and therefore the validity of any downstream analysis. 
Validation is particularly important when the primary motive for using 
NLP is to efficiently replace costly human judgement and when the con-
structs being measured are new and underexplored. The most common 
validation approach is human validation, where labels assigned by the 
NLP method are compared with those assigned by human annotators, 
typically for a smaller subset of the original dataset85. Researchers 
should follow best practices for validating NLP methods against human 
annotations85: multiple annotators should be recruited and they should 
be given proper training to reduce individual inaccuracies and variabil-
ity in perceptions; inter-rater reliability should be checked to ensure 
that labels were applied consistently across different annotators; 
annotations should be conducted in batches to protect against annota-
tor fatigue, which can influence the quality of annotations132; and the 
validation sample should be sufficiently large and heterogeneous to 
capture any idiosyncrasies associated with rare labels. There are also 
method-specific validation approaches. For instance, dictionaries 
can be validated by asking humans to verify whether the assignment 
of each word matches their judgement.

Given the range of methodological choices (especially for machine 
learning models), extensive methodological validation is also crucial 
to assess model reliability. In particular, results from complex — and 
potentially more accurate — methods should be compared against 
those from simpler but interpretable methods as a robustness check. 
Consistency in these results helps to validate that NLP methods 
(including black-box models) measure psychological constructs 
as intended.

Second, transparent reporting of all aspects of modelling (for 
example, hyperparameters that control the specification of machine 
learning models, software libraries and implementation details) as well 
as preprocessing and analysis steps is essential. Online appendices and 
supplements in journals, including the possibility of providing code, 
make transparent reporting easier because they allow researchers to 
provide further implementation details that might not fit within the 
main article. Transparent reporting also requires that the choice of 
methods is carefully justified (for example, whether interpretability 
or accuracy was prioritized and why). Further, the psychological con-
struct being measured must be clearly defined and interpreted to avoid 
ambiguity. Language can reflect aspects of the author and/or affect the 

intended audience42,133,134 and researchers should clarify which they 
are interested in. For example, when quantifying emotional language, 
it should be made clear whether the measure reflects the emotions 
elicited in readers, the emotions of the writer or simply the frequency 
of emotion words embedded in language.

Third, researchers should take steps to enable reproducibil-
ity. Ideally, researchers should publicly release their code as well as 
their data to the extent possible given privacy and ethical concerns. 
For machine learning, researchers should make available their trained 
models and model weights after training (for example, via the model 
hub on Hugging Face). Proprietary tools can undergo changes without 
notice, which makes it impossible to replicate results if the software 
version changes102,109. Thus, to support reproducibility, open-source 
models should be used over proprietary software. However, researchers 
might have to make trade-offs between accuracy and reproducibil-
ity, especially in cases where proprietary models (such as ChatGPT) 
outperform open-source models.

Fourth, the ethical challenges of using NLP in behavioural sci-
ence must be carefully navigated, especially because text data often 
capture sensitive social interactions. It is therefore important to 
protect the privacy of individuals when collecting and analysing text 
data135 by, for example, removing or obscuring any personally iden-
tifiable information. It is also important to ensure that individuals 
whose data are being used have given explicit consent for their data 
to be analysed. When using an application programming interface or 
web scraping, researchers should carefully check the terms of data 
usage136. Finally, the potential effect on individuals and society should 
be discussed, and potential negative effects must be minimized (for 
example, some NLP applications such as monitoring risks of violence 
from social media might give rise to potentially harmful use cases such  
as surveillance).

Fifth, NLP methods, particularly LLMs, are known to be susceptible 
to algorithmic bias29,106,107, which can also lead to inaccuracy when cap-
turing psychological constructs. Thus, it is crucial to use diverse and 
representative data for calibrating NLP models. Furthermore, research-
ers must carefully check for algorithmic biases and apply methods for 
algorithmic bias mitigation137 (such as corpus-level constraints138) or 
consider alternative modelling approaches if algorithmic bias cannot 
be eliminated.

Finally, the application of NLP in behavioural science should 
be anchored in robust theoretical frameworks. On the one hand, 
researchers should be guided by theory when formulating research 
questions and identifying which aspects of human behaviour to study 
using NLP methods. On the other hand, researchers should consider 
theory as a benchmark against which the findings have to be validated. 
For example, researchers can assess whether the findings align with 
theoretical predictions or compare model effect sizes with those of 
(theoretically) implausible models129. A strong grounding in theory can 
help researchers to distinguish meaningful relationships from spurious 
correlations and should therefore serve as a critical lens through which 
findings and effect sizes are interpreted.

Summary and future directions
Text data have become abundant in the Internet age. Thus, NLP offers 
new ways of studying human behaviour. By providing rich insights into 
psychological constructs, NLP can support both theory testing and 
theory building and inform personalized behavioural interventions. For 
example, predicting critical mental health issues from language use on 
social media could be used to offer personalized suggestions for help, 
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and predicting personality traits from language use could be used to 
personalize educational interventions and improve learning outcomes.

Our Review offers several actionable recommendations that 
should be followed closely to ensure the success of NLP-based analysis 
in behavioural science. First, the choice of the underlying NLP method 
and the steps involved in the analysis should be guided by both the 
research question and the available data. Second, NLP methods often 
involve trade-offs between accuracy and interpretability, which must 
be carefully considered. Third, researchers should adhere to best 
practice recommendations to ensure the reliability of the NLP methods 
and the reproducibility of the overall analysis.

The advent of LLMs will have a profound effect on behavioural 
science, and we expect to see a growing dominance of LLMs owing to 
their potential to provide nuanced and sophisticated analyses of text 
data and their ease of use. With further improvements in accuracy and 
reductions in resource requirements, it is likely that LLMs will become 
the ‘go to’ method for many research questions. However, LLMs might 
not be suitable for all research purposes because of the risk of language 
bias in LLMs and/or their lack of interpretability, which could under-
mine research aimed at theory building. Thus, researchers should be 
mindful of the interpretability–accuracy trade-off and should have 
a broad repertoire of methods at hand, including dictionary-based 

Box 3 | Reporting checklist for using natural language processing (NLP) in 
behavioural science
 

Step 1: define the research question
	• Clearly describe the psychological phenomena or behaviour 
to be studied.

	• Ensure the research question (or hypothesis) is specific and 
measurable.

	• Define the psychological constructs to be measured and ensure 
the feasibility of measurement of these constructs from text data.

Step 2: collect and prepare text data
	• Detail the sources of text data (for example, social media, clinical 
notes or surveys) and report summary statistics (for example, 
corpus size or average document length).

	• Describe the data collection process (for example, time of 
data collection, software tools and/or interfaces, or inclusion 
or exclusion criteria).

	• Ensure the data collection process is performed in an ethical 
and legal manner (for example, is aligned with legal frameworks, 
does not violate copyright laws and has ethical approval by the 
research institution) and discuss ethical considerations and 
informed consent of individuals.

	• Decide on the appropriate prepossessing steps (tokenization, 
stemming, lemmatization, removal of stop words or negation 
handling) based on the research questions.

	• Address potential issues due to missing data and describe how 
they are handled.

	• Choose appropriate text representations (bag-of-words 
or document embeddings) and justify the choice.

Step 3: select NLP methods
	• Choose suitable NLP methods (for example, dictionary-based 
approaches or large language models (LLMs)) based on the 
research question.

	• Justify the choice of NLP method for the research question.
	• For dictionary-based approaches, discuss and justify the choice 
of the dictionary.

Step 4: perform NLP analysis
	• For dictionary-based approaches, state the exact equation used 
to compute numerical scores.

	• For machine learning analysis, split data into training and testing 
sets (or use cross-validation) to ensure robust model evaluation 
and evaluate model performance using appropriate metrics 

(for example, accuracy or precision) and report these metrics. 
Report details about the implementation (for example, how 
hyperparameter tuning was performed).

	• For LLMs, state the exact prompts and LLM used, including the 
version number.

Step 5: assess construct validity
	• Assess the validity of the psychological construct (for example 
using human annotation).

Step 6: perform robustness checks
	• Conduct sensitivity analyses to assess the stability of the results 
under different conditions or parameter settings (for example, 
using a different dictionary or using different machine learning 
models that are more interpretable or more flexible).

	• Compare results using different NLP methods to ensure 
robustness (for example, LLMs could be compared with a 
dictionary-based approach that is simple but interpretable).

	• Analyse the robustness of the preprocessing steps.
	• If appropriate, use tools for post hoc explanation of model 
predictions to ensure alignment with psychological theory.

	• Report and interpret the results of robustness checks.

Step 7: interpret and report results
	• Clearly describe the findings (including effect sizes) and their 
implications for theory and practice.

	• Compare the results with existing literature and discuss possible 
reasons for any discrepancies.

	• Acknowledge the limitations of the study and the NLP methods 
used (for example, whether the data are representative of the 
population being studied).

Step 8: ensure reproducibility
	• Clearly detail all steps involved in the NLP analysis in the 
manuscript or supplementary material.

	• Make data collection, data preprocessing and analysis code 
publicly available.

	• Release data if possible, otherwise discuss the conditions under 
which data will be made available or how it can be accessed 
(for example, social media posts often cannot be released 
publicly, but the corresponding identifiers can be shared so 
that the analysis can be repeated).

http://www.nature.com/nrpsychol
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approaches and traditional machine learning methods, which will 
remain crucial to ensure robust results.

The accessibility of NLP tools has greatly improved in the past 
5–10 years. However, there are several directions for the field to 
develop. First, the emergence of new use cases — often enabled by 
advances in LLMs — presents exciting research opportunities. For exam-
ple, studies published in the past 2 years have used NLP to generate 
persuasive messages tailored to specific personality profiles139 and to 
build therapeutic chatbots140. The ability of LLMs to interact with com-
puter systems using natural language raises questions about how such 
technologies will change human language. Second, the development 
of standardized tools and workflows will probably improve the reliabil-
ity and comparability of analyses. Third, although NLP development 
is largely driven by computer science research, there are numerous 
opportunities to customize NLP methods for behavioural science. This 
could include developing tailored tools and benchmarks for validation 
to ensure the reliability of NLP in measuring psychological constructs.

Published online: xx xx xxxx
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