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INTRODUCTION 

Telephony met Information Age reality on January 16, 1990. It was AT&T's 
misfortune to lose over 50% of its network capacity when a single-bit "soft-glitch" 
cascaded through 114 SS7 adjunct processors in its 4ESS network-in 20 min. 
AT&T's SS6 traffic survived. (SS7 and SS6 are signaling protocols, i.e., rules 
governing network control information.) The impact software control of public­
switched networks has had on network reliability became clear to all. 

Even alone, the increasing dependence of networks on software control is cause 
for concern. Magnifying the danger, however, are the proliferation of diverse, 
computer-controlled customer premises equipment and, more significant, of 
increasingly interconnected, separately managed networks. Some of these issues 
were addressed by the FCC's Network Reliability Council in its June 1993 final 
report. l The Council's solid work-and the FeC's-have made a constructive 
contribution to improving network reliability, and both bodies deserve commen­
dation. But some risks to reliability were neither fully resolved by the Council nor 
by the FCC itself. I propose to discuss one: policing software access to networks. 

1. THE EMERGING META-NETWORK: 
FROM PHYSICAL TO VIRTUAL TELE-WORLDS 

It is now common currency to call our public-switched network fabric a "network 
of networks," with linkage at both the hardware and software levels. Although 
it is true that even in the Age of Ma Bell there were hundreds of independent 
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company telephone networks, interconnected to the Bell System, in those days 
the collective whole was considered a unitary "national public-switched tele­
phone network." It was, essentially, Bell-driven: based on Bell technology, under 
Bell standards, and pretty much playing by Bell rules. Today, physical network 
segmentation is a much broader phenomenon, bringing with it increasing soft­
ware interdependence. We will find ourselves dealing with the consequences of 
this revolutionary paradigm shift into the next century. 

A. Heterogeneous Hardware: 
LAN.CAP.IXC.Cell.LEC.LAN 

Even the nation's first baby-boomer President can remember a time when phones 
came in three colors: basic black, midnight black, and pitch black. There was 
another side to this: One could have asked anybody at AT&T what kind of 
equipment was connected to the network and would have been told: black 
phones-by Western Electric. Of course, one could also have simply looked at 
the phone in the den. 

This is, of course, no longer the case. Neither AT&T, nor the local exchange 
telephone companies, nor anyone else can say what is connected to the public 
network fabric today. What is connected behind the network demarcation point 
is, literally, none of the network provider's business. Customers now have desktop 
computers, mainframes, PBXs, FAX machines, hand sets-you name it--pro­
vided by hundreds of manufacturers scattered around the globe. 

B. Seamless Sohware: My Bits ••• Your Bits ••• OUR Bits? 

In a certain sense software represents a technological Faustian bargain: In ex­
change for a quantum leap in network capabilities-control, flexibility, new 
services-there is a troublesome price to be paid-the increased vulnerability of 
software-based networks. This vulnerability arises from four fundamental char­
acteristics of network software: it is global; it is programmable; it is accessible; and 
it is fragile. 

Global means that software represents a unitary logical overlay on dispersed 
physical network hardware. Thus, a single-point logical failure can, as happened 
to AT&T, cascade through dispersed physical nodes. Hardware fails independently; 
no single-point hardware failure could have disabled half of AT&T's nationwide net­
work capacity. 

Programmable means that software code can alter the way network hardware 
runs: Whereas picking up the telephone simply means closing an electric circuit 
between the phone and the central office, sitting at a PC the user can redirect 
network assets. Members of the hacker group "Legion of Doom" did just that a 
few years back, forwarding 911 calls in a Bell Operating Company's network to 
a dial-a-porn service. 2 
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Accessible means that network assets are becoming more widely available, per 
Open Network Architecture (ONA). Service providers are gaining access to 
network software and pressing for complete control over the services they derive 
from telephone networks. 

Fragile means that when software "breaks" it is not easy to "fix." It took AT&T 
2 weeks to find the faulty code that brought its SS7 network down. They found an 
AND condition in place of an OR condition-out of millions of Unes of code. 
Looking for this stuff is not made any easier in that at the start of the search one 
does not know what kind(s) of logical code error(s) one is looking for. 

Now, add in multiple networks and multiple providers. The rash of SS7 
network crashes in the summer of 1991 was caused by faulty code in an update 
of SS7 software provided by one vendor; companies not using that code were 
spared. It is only a matter of time before faulty code crosses a network gateway-to 
crash someone else's network. 

C. Gateway to the Stars: A "Virtual Bridge" Entrance? 

There will be more to say about this later, but for now simply note that at the 
entrance to each provider's network is a gateway that establishes, so to speak, 
the rules of the road for accessing the network. Inherent in the nature of software 
is the ability-unless controls are effective-to reach across gateways and control the 
operation of distant networks. 

Technology is transforming today's networks: The central office switch is a 
digital computer; every desktop workstation or home PC is potentially a digital 
switch. Thus, transmission, switching, computer processing, and memory man­
agement functions, to date essentially distinct operations, are now being woven 
into a web of interconnected computing/communication networks. 

The merger is a product of the combination of digital electronic hardware 
and software: Dispersed physical assets are controlled by a unitary overlay logical 
network. The logical overlay not only controls the operation of the physical 
network infrastructure, it creates a functional superstructure; access to network 
software logic enables both network providers and network users to define new 
network configurations--virtual networks. (In techno-parlance, virtual denotes 
the logical, software-defined equivalent of physical hardware functionality.) 

II. REGULATING RELIABILITY: 
FROM HIPPOCRATES TO PANGLOSS? 

When the nationwide network was primarily entrusted to AT&T-Theodore 
Vail's "one system, one policy, universal service"-Ma Bell guarded it as a na­
tional treasure. Any act that could conceivably bring harm to the network was 
simply verboten. Subscribers either took service on AT&T's terms or wrote letters. 
This began to change with equipment deregulation. 
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A. Harmless Hardware: The Legacy of Part 68 

When the FCC began weighing rules to govern interconnection of equipment 
to telephone networks, AT&T, as part of its case in opposition, warned that if 
defective equipment was connected, harmful voltage-potentially lethal---could 
be sent over the network. Callers injured during a thunderstorm by lightning 
voltage could attest that the danger was not merely hypothetical. 

Once it became clear that interconnection was inevitable, the debate shifted 
to what safeguards should be adopted and who would have responsibility. Equip­
ment vendors denied that their equipment would cause harm and placed respon­
sibility on the network provider. In the end, the FCC adopted Part 68, providing 
for interconnection on demand for equipment registered under Part 68. In doing 
so, the FCC in effect followed the precept of the legendary father of medicine, 
Hippocrates: "First, do no harm." 

But Part 68 also enshrined another precept, for once and for all: Beyond the 
network demarcation point-in most cases, an RJ 11 modular jack-what the 
customer does on the premises is-{lt least, generally-no one else's business.3 

B. Safe Software: The Promise-Hope?--of ONA 

Open Network Architecture represents, essentially, the software equivalent of 
hardware interconnection. Just as the physical assets of the network were opened 
up, now the logical assets are opening to outside access. But there is a crucial 
difference: Hardware access means passive acceptance of network service; soft­
ware access means potential control over network assets. The customer who 
merely connects equipment under Part 68 cannot redirect 911. Now this is 
changing-radically. 

ONA is opening networks up to a potentially vast pool of users. With more 
people enjoying access to network features and with more of the network's 
innards (software primitives) being made available, opportunities for abuse-ac­
cidental or premeditated--of network assets will clearly increase, unless adequate 
countermeasures are implemented. The moral is: Unless we, like Voltaire's Pan­
gloss in Candide, believe this to be "the best of all possible worlds," we need the 
equivalent of a software Part 68. 

III. RELIABILITY AND RESPONSIBILITY: 
AM I MY TELE-BROTHER'S TELE-KEEPER? 

As I briefly noted earlier, network entrances-gateways-represent the ports of 
call for information traveling through the network fabric. Increasingly, in a 
digital environment, all that the gateway will mark will be bits-an increasingly 
seamless, endless digital bit-stream: not voice, not data, not image, not video; 
just ... BITS. 
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A. Gateways: Toll Booths on the Information Superhighway 

Everyone who travels America's highways knows that, sooner or later, there will 
be tribute rendered to Caesar. The toll booth is as much an image of the 
automobile age as are tail fins. A network gateway can represent the same thing 
on Vice-President Gore's Information Superhighway: collection of necessary 
tribute to support the fabric. The toll paid is, of course, for exercising the right 
of access to network facilities. But is this enough? 

B. Gatecrashers: Digital Dillingers, Accidental Tourists 

Everyone has their own list of whom they consider yesterday's heroes. Some of 
mine include: Alexander Graham Bell, Theodore Vail, Edwin Armstrong, Claude 
Shannon, John von Neumann, and Robert Noyce.4 But how many of these names 
ring a bell: Robert Tappan Morris, Pengo, Frank Darden? They are stellar 
attractions in an Information Age rogues' gallery: computer hackers cruising the 
information highway in search of prey. 

Morris launched the INTERNET "worm" on its not-so-merry way one fine 
day in 1988, crashing 6,000 computers and causing, by one estimate, $98 million 
in lost computer time.s Pengo was a member of the West German hacker club, 
KAOS, which in 1987-1988 prowled through confidential Pentagon databases 
in search of information for the KGB.6 And Darden was a member of the teen 
hacker group "Legion of Doom," whose rerouting of BellSouth's 911 service was 
a major telecaper. The first was a negligent prankster; the second, a spy; the 
third, a malicious prankster. They are part of the Information Age future. And 
we had better learn how to deal with them. 

In addition to the "digital Dillinger" threat there is the problem of the 
"accidental tourist." The SS7 failures that crashed several local exchange carrier 
networks in the summer of 1991 were caused by a faulty software upgrade supplied 
by a single vendor of SS7 software. That vendor supplied SS7 software for 100 
Signal Transfer Points (STPs) in several carrier networks; 57 STPs had the defective 
code installed.7 

According to the FCC's own report on the STP failures, the outages were 
caused by a confluence of three factors: (a) three bits of faulty code supplied by 
the vendor, (b) a "triggering event," and (c) weekday "busy-hour" call overflow 
between 11 A.M. and 2 P.M.8 The triggering events differed with each outage, 
but the common result was call congestion overflow on STP links. The vendor 
did not fully test the updated code.9 Even had the code been thoroughly tested, 
the vendor conceded that it could not have simulated "a complete range of 
potentially contributing trigger sources."IO 

C. Gatekeepers: Toll Collectors or Bit Bouncers? 

This is, so to speak, "where the rubber meets the road," where a software Part 68 
would have to fit. Just as standards were adopted for registering hardware that is 
connected to the public network fabric, there now needs to be software standards. 
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Fixing responsibility for "bit bouncing" on gatekeepers is not an abstract issue. 
Last session of Congress saw legislation introduced that would have imposed 
financial penalties on carriers whose networks went down. The measure of dam­
ages would have depended on the scope and duration of the outage and the 
degree of fault assigned the carrier. I I 

Now, suppose that I tape my password to my PC, or that my password is 
"password." Someone logs on (either on premises or remotely) to my PC, and 
after entering the correct log-in name and password, is for all intents and purposes 
a legitimate user. Newly legitimized, the hacker now dials out through the office 
PBX and calls a network database in California. Bypassing security at the data­
base-for example, by stealing passwords as Pengo did when entering some 400 
military networks-the caller now sends to the database a little surprise: Michelan­
gelo-the virus, not a video of the Sistine ceiling. 

If the distant database is "zitzed out," who pays? I was negligent. Should 
Pacific Bell pay? As a common carrier with no right to control message content, 
Pac Bell merely carried bits over its network. There need to be "rules of the road" 
that enable us to trace damage to the source and fix responsibility accordingly. 

Gateway policing is a software security issue that has been examined by the 
National Security Telecommunications Advisory Committee (NSTAC), a CEO­
level body that advises the National Security Council. I 2 In a 1992 report, NST AC 
recommended that industry and government cooperate to develop uniform stand­
ards for public network-and internetwork-security. I 3 The report concedes that 
"it is a leap to connect 'demonstrated collusion among hackers' to a group intent 
to take down the PSN."14 But it concludes that a "serious potential threat exists: 
a resourceful adversary starting with the hacker information base."15 

That base includes electronic bulletin boards-some with multilevel security 
so that top hackers can limit access to their purloined information.16 More 
worrisome, the report notes a shift in hacker motivation toward "financial gain."17 
This contrasts with the traditional authority-defying motive. Finally, hackers 
have become more skillful at circumventing password protection and at defeating 
dial-back modem techniques.ls 

The report recommends possible action in six areas: (a) control of network 
element access (e.g., smart cards), (b) appropriate "level of suspicion" between 
networks (to isolate "weak links"), (c) recovery from software or database damage, 
(d) software memory partition and damage isolation, (e) network element analy­
sis (e.g., audit trails), and (f) future architecture planning.19 

D. Customers: A Tele-World "Reasonable User" Standard? 

In March 1993, a Maryland federal court decided a suit brought by Jiffy-Lube 
International, a small business, against AT&T. 20 J iffy-Lube sought reimbursement 
of $55,000 lost to a "call-sell" operator who successfully dialed into Jiffy-Lube's 
PBX. Calls were then made to the usual far-away watering-holes at Jiffy-Lube's 
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expense. As articles in several national magazines have recently detailed, such 
"rogue resale" is on the rise. 

Jiffy-Lube's claim ran head on into a contractual provision of AT&T's tariff, 
which held the "customer" liable for misuse. In granting summary judgment to 
AT&T, the Court gave short shrift to Jiffy-Lube's claim that AT&T should be 
held liable, despite the tariff provision, for carrying the hacker's call into Jiffy­
Lube's PBX. Jiffy-Lube's case was not helped, one suspects, by their choice of 
password: "Lube." Nothing like originality. 

So, given Jiffy-Lube's choice of password, would Jiffy qualify as a "reasonable 
customer"? Given widespread news reporting of hackers and call-sell rip-off art­
ists, are not subscribers, with respect to their own network vulnerability, on 
"notice"-a legal term of art meaning what one should know, regardless of 
whether one actually does know? Should a "reasonable user" standard be more 
lenient for Aunt Tillie than for a Local Area Network manager? And if Aunt 
Tillie's teenager hacks from his PC, should she spot it? 

E. Software Access: Who Gets to Play the Wizard? 

Access to network software, the essence of ONA, can be understood at two 
distinct levels: user-level access, and system-level access. User access means the 
ability to avail oneself of network service applications; system access means the 
ability to manage network operations, that is, to change the way the network 
runs. A hacker's prime goal, upon entering a new system, is to become a super-user 
with all the powers of the system administrator (also called administrative privi­
lege).21 

System-level access thus means system-level control. As ONA service users­
both competing network service providers and major users-penetrate deeper 
into the core networks of telephone companies, their access moves closer to the 
system-level line. They desire full software-based control over their network 
services, incorporating comprehensive functionality. 

In pressing for deeper ONA, the November 1991 petition of the Coalition 
for Open Network Architecture Parties (CONAP) called for a "modular, trans­
parent architecture."22 Included in their concept of Open Systems Interconnec­
tion (OSl) is "access to system-level programs and commands."23 They acknowl­
edge the need for network security: 

No one would argue that the nation's public telephone network should be left 
"wide open" to anyone who might choose to wander into it; a high level of network 
security is an essential element of any public telephone network design.24 

CONAP pointed to the "extreme success" of the open architecture adopted 
by IBM in the personal computer market. By analogy, they suggested that the 
telephone network should, increasingly, work just like a PC.25 Precisely. Ask 
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anyone whose hard disk has been "totaled" by some rogue program how safe 
computers are. In terms of economic impact, it is one thing to crash PCs and 
quite another to crash a central office switch. 

It should also be noted that whereas IBM's open architecture has made IBM­
compatible computers the most marketable, it has also made them the prime 
targets of the hacker community,26 Apple's closed architecture has made its 
machines harder to penetrate. In noting this I do not intend to argue against 
open architecture per se, but merely to note a coUateral cost of open access. 

In such an environment, software "partitions" may be today's key line of 
defense. Hackers have, however, proven notoriously skillful at circumventing 
software-based defenses. Ultimately, hardware defenses may prove necessary.27 If 
in the meantime, network providers are required to open their system-level access, 
liability for harm should be shared. One telecom consultant associated with the 
ITS-2000 contract stated: 

Networks are just an extension of the PCs, and virus protection should really 
begin at the terminal, regardless of the type of network you are using. If you don't 
stop the virus from getting into your PC, you won't keep it out of your network.2s 

For its part, the FCC has acknowledged that network reliability and integrity rep­
resent considerations associated with efforts of various interests to gain deeper software 
access to telephone networks.29 A critical part of such an assessment is its appor­
tionment of responsibility for harm done, just as is done with the equipment 
registration program. 

IV. CYBER·CULTURE: WHO RULES "CYBERSPACE"? 

Marshall McLuhan's "global village" is here-lest anyone doubt this a hacker in 
Melbourne, Australia was arrested in 1991 for breaking into American nuclear 
research and space agency computers, shutting down one Norfolk, V A NASA 
computer for 24 hours, altering and deleting data.30 The village has a name­
Internet-and already numbers millions of individual users. Streams of electrons 
and photons cross global network paths at warp speed. A New Yorker and a 
Malaysian communing via e-mail may share more in common than either does 
with their nextdoor neighbor. Electronic communities do not occupy land; they 
occupy what sci-fi writer William Gibson (in Neuromancer) named cyberspace. 
This did not signify much when telephone networks were radically different 
from their computer cousins. It does matter today. A new "cyber-culture" has 
emerged. For a moment, let's retrace its roots. 

Historically, telephone and computer industry access/security cultures were 
diametrically opposite. For a century, telephone networks were closed systems, 
accessible by users almost exclusively for garden-variety voice communications 
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usage. As recently as the mid-1950s, the old Bell System tried {ultimately un­
successfully} to prevent customers from attaching a cup to the telephone, de­
signed merely to allow users to converse privately in the presence of others {the 
"Hush-A-Phone" device}. Deregulation, divestiture, and their twin offspring­
equal interconnection and open access to network functionality-have radically 
altered the telephone industry culture. 

Computing culture originally moved toward openness. In the early-1960s, 
computer use spread from a select few to university science campuses. Student 
programmers embraced a code of unbounded openness; computing creativity 
would be fueled by maximizing free access to systems and by programmers sharing 
their creative work with others in the computer community. The original cult 
of the computer hacker had as its hero the student prankster who would leave 
a humorous message on someone else's presumably inviolate machine. Hacking 
was also a way to help debug program code. 

Three 1980s phenomena transformed the open computer culture. First, the 
explosion of the computer market, triggered by the success of the PC, made 
software vastly more commercially valuable than ever before and thus in need 
of protection from damage and piracy. Second, the rise of the malicious hacker, 
with an arsenal of "viruses," "worms," "time bombs," "logic bombs," and "Trojan 
Horse" programs,3l made intrusion no longer the prankster's harmless high jinks. 
Access became a double-edged sword. Third, the rise of networking radically 
leveraged-for worse-the vulnerability of computers. 

In a 1991 report, the National Research Council, operating arm of the Na­
tional Academy of Sciences, appraised the risk of "soft terror": 

The modem thief can steal more with a computer than with a gun. Tomorrow's 
terrorist may be able to do more damage with a keyboard than with a bomb .... 
To date, we have been remarkably lucky . ... As far as we can tell, there has been 
no systematic attempt to subvert any of our critical computing systems. Unfortu­
nately, there is reason to believe that our luck will soon run out.32 

Ironically, it was just as the telephone network was being opened up via Open 
Network Architecture that the computer world began to reexamine its own culture 
after the Internet debacle. 

A. Cyber-Pollies: 800, 900, 911, and 976 

Mass announcement numbers pose hazards that network designers never antici­
pated-indeed, even if they did it is doubtful if network economics would permit 
deployment of vast excess capacity that lies largely unused. {Historically, network 
design capacity has been determined by matching a desired blockage target-say, 
1 % of call attempts failing to gain access to the central office switch in the 
caller's exchange area-to traffic engineering statistical data that predict call 
blockage levels for a given number of lines serving a given number of customers.} 
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Ultimately, network economics may provide sufficient capacity to accommodate 
mass announcement calling without disrupting normal usage-when we enter 
our Fiber Future-but until then it is a live issue. 

Already, mass announcement services have caused problems. In 1992, call-ins 
for tickets to hear music icon Garth Brooks jammed two local phone networks. 
One case was no laughing matter: A woman claimed that she could not reach 
911 when her husband had a heart attack. Whether help would have arrived in 
time even with 911 cannot be said,33 but the message is clear: 911 access must 
be safeguarded. The FCC has already acknowledged as much when it prevailed 
upon Pepsi to withdraw an BOO-number call-in for the 1991 Super Bowl-on 
the eve of Desert Storm. 

B. "Cyberpunks": Michelangelo Ex Maleficia 

Every time I sit at my PC I thank the Lord that "Saddam don't know software." 
So far, at least that we know, terrorists seem to prefer buckets of blood to evil 
electrons.34 Most hacking to date has been mere "cyber-pranks." We cannot 
assume that we will continue to enjoy virtual immunity from software invaders who 
intend-and know how to inflict-real damage.35 Knowledgeable programmers who 
examined Robert Morris's code stated that had Morris wanted to destroy vast 
reams of Internet data, he need only have added a few lines of code to his 
worm-a task easily within the competence of Morris, a highly regarded UNIX 
programmer.36 

The Michelangelo virus that destroys data on a PC hard disk can also destroy 
an SS7 database. ONA will require software "firewalls" to guard access. As 
outside access goes deeper into the core software network, the risk of compromise 
will surely increase. The battle here is no different than the classic match-up of 
armor and shell, which began when Hector's spear pierced but five out of the 
seven ox-hide folds of Ajax's shield. (The gods saved Hector to die another day. 
There may not be recourse to divine antiviral intervention.) 

C. Cyber-Law: Cyber-Crimes and Tele-Torts 

The Internet disaster prompted a rash of stricter laws to punish abuse of computer 
networks. Morris himself received a suspended sentence-his act was, after all, 
not the culmination of a career of malicious hacking, but rather a college kid's 
surrender to a spur-of-the-moment antisocial impulse, albeit causing huge finan­
cial harm. 

As the network becomes more like a single, vast computer metanetwork, the 
problems that plague the computer world are bound to intrude into the telecom 
world. Wilkommen, bienvenue, welcome: viruses, Trojan horses, worms, bombs, 
and whatever else might be conjured up on the Island of Dr. Moreau. The dark 
side of the virtual tele-world is here. 
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To cyber~crimes must be added tele~torts. Those who use telephone networks 
to impair the reliability of the nationwide public network fabric must be held 
responsible. (Because most hackers do not have what the law calls "deep pock~ 
ets"-and could not afford to purchase multimillion~dollar insurance policies to 
cover potentially vast network damage-criminal prosecution may be necessary 
in serious cases.) The FCC-and the states, for their part-should adopt "rules 
of the road" governing those who seek access to network software, to minimize 
the danger of network software being manipulated by hostile users. Remember: 
Open access far the pharmacist is also open access far the drug dealer. 

What makes matters urgent, in this observer's view, is that global software 
transparency raises the potential payoff to software Darth Vaders-the damage 
from single~point failure is global. Nor can one count on user security alone: 
Just as a secret is as safe as the biggest gossiP that knows it, a network is as secure 
as its most careless user. 

A 1989 report by the National Research Council assessed the FCC's ONA 
policy and recommended: "At minimum, the evolution of ONA should reflect 
security considerations as well as the desire to provide open, equal access for 
users."37 

Open networks are a necessity if the benefits of the Information Age are to be 
realized. But no more than anyone would leave the front door open should network 
providers be required to do so. Open networks must become open secure networks. 

The equivalent of a Software Part 68 is needed to address the range of 
technical and policy issues posed by potential abuse-accidental or intentional­
of critical network software. At minimum, there need to be standards for testing, 
certification, and registration of software, calibrated to authorization levels-with 
secure "firewalls" separating user~ and system~level access.38 It will be necessary 
to coordinate any FCC action with ongoing activities of the NST AC. 

The NST AC should continue its fine work in assessing software security 
threats and coordinating industry/government responses. The FCC should ex~ 
plore issues pertaining to legal responsibility and public policy. It should examine 
the relative responsibility of vendors, s~rvice providers, and common carriers, 
reconciling open access with network integrity and security. It should consider: 
(a) what knowledge, if any, a "reasonable user" should be deemed to have legal 
notice of; (b) possible testing, certification, and registration regulations; and (c) 
working with industry to develop standardized tools, such as audit trails, to help 
fix responsibility for network harm. 

Responsibility must follow control. Where control lies, so lies responsibility. 
Those who link software to the core network should accept the same obligation 
imposed upon those connecting hardware: "First, do no harm." Ease of access 
and ease of security are flip sides of the same coin; access. without restriction is access 
without security. 

Everyone is familiar with three "famous last words": "The check is in the 
mail"; "Of course I'll respect you in the morning"; and "Hi! I'm from the IRS 
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and I'm here to help you." In a software-driven world, a fourth can be added to 
the list of classics: "Relax! This software is completely bug-free and absolutely 
secure." We discount software risks at our peril. 
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