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AI is a Powerful Tool with Benefits and Risks

• Some of the benefits are already apparent, but the extent of the benefits 
is still unknown

• Particularly, to what extent will it resolve critical social, economic, and political 
problems

• Decline in US life expectancy and health amidst huge expenditures on medical care 
not a result of a lack of knowledge:  how will AI help?

• Increase in societal polarization and inequality not a result of a lack of knowledge:  
AI could exacerbate problem 

• There are both short-term and long-term risks
• This talk focuses on short- to medium-term risks and how they might be 

mitigated
• It focuses on consequences for overall societal wellbeing—not AI for its own sake
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Some of the Risks

• Growing inequality
• Growing monopoly power
• Worsening information eco-system
• A wide range of social and economic harms
• Pace of change
Fundamental Problem:  misalignment of incentives of private firms with 
societal interests
Adam Smith’s invisible hand doesn’t work
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AI and Risks to Increasing Inequality

• Inequality is one of the major problems facing the world today—both 
within countries and across countries

• Contributing to societal polarization and dysfunction
• Impacts uncertain, but almost surely net effect will be to replace labor 

rather than to “augment” labor (i.e. increasing productivity)
• Decreasing demand for certain kinds of labor—even some kinds of skilled labor
• If pace of change is too rapid, almost surely leading to unemployment
• If government doesn’t take countervailing measures, almost surely leading to 

greater inequality
• Exacerbating key current problem

4



Effects on Global Inequality May Be Even 
Worse

• AI will decrease the value of “raw labor”—key asset of developing 
countries

• AI may enable significant efficiencies associated with the use of raw 
materials that may decrease the value of some of these 

• At the same time, it may increase the demand for others (those used in 
the fastest chips)

• Remediation of global inequalities is even more difficult than dealing 
with national inequalities

5



AI, Market Power, and Inequality

• Problems may be exacerbated if there is market power associated with 
AI

• Extent of commodification of AI remains uncertain
• Extent of market power also affected by competition laws and 

how/whether they are enforced
• DMA in Europe moves in the right direction: probably doesn’t go far enough
• Laws at center of political fight in US
• Can Europe fight global monopolies on its own?

6



Market Power Gets Reflected in Inequality

• And economic inequality gets translated into political inequality—
which results in high levels of tolerance of market power
• And low taxation (globally, prohibitions against digital taxation)
• Again reinforcing inequality—economic and political—in a vicious 

circle
• AI inequality also affected by intellectual property rules and how they 

are enforced
• Influence of AI and Digital Giants for rules which enhance their 

market power
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Impacts on the Information Ecosystem

a) Incentives to produce high-quality information—quality of information eco-
system depends on quality of information going in 

b) Ability to obtain/produce/process high-quality information, identify  high-
quality information, and to disseminate high-quality information and high-
quality analyses based on high-quality information

c) Increased ability to produce and disseminate mis- and disinformation

Answers ambiguous—with both technical and economic uncertainties
Consequence of enormous importance
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Incentives to Produce High-Quality 
Information

• Information is a public good, in the technical sense of Samuelson
• But most information is privately provided

• AI is trained on privately produced data
• But results may decrease ability of private producers of information to 

appropriate returns from what they produce
• Or even to have a viable business model (in the case of the legacy media)

• And that will reduce investments in the production of information, 
especially high-quality information (more accurate, more timely, more 
relevant)
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Supply of High-Quality Information, and the 
Quality of the Information Ecosystem?

• Thus, while AI may lower the cost of obtaining some kinds of information 
and the costs of processing information more generally, increasing ability 
to process/integrate/use information, it may reduce the supply of many 
kinds of high-quality information

• It may enhance the ability to pollute the information ecosystem:  will AI 
be able to identify high-quality information? To differentiate from low-
quality information?  Does synthetic data really resolve the problem of 
“model collapse”?

• A good information eco-system is a public good. Key role for 
government policies and investment to promote good ecosystem

• Private sector:  excess pollution, insufficient spending on “clean up”
• Worse:  pollution not just incidental; may be central to business model; 

engagement through enragement
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Mis- and Disinformation

Arms race—ability to detect and “remove” (or at least impede dissemination) 
vs. ability to produce and disseminate mis- and disinformation and evade 
detection
• Impact depends critically on ability of citizens to distinguish
• Declining real news consumption makes society more vulnerable
• Declining trust in legacy news media—those who benefit from disinformation 

often just gain from undermining trust and increasing polarization
• Changed perspective of digital giants

• No sense of social responsibility; total focus on profits
• Cloaked in Libertarian language
• Refusal to respond to regulation; blatant violation of local laws
• End of content moderation
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Net Outcome Uncertain

• Technical issues—distinguishing between high-quality and low-
quality information; real and synthetic—with consequences for 
output of AI; ability to produce relevant synthetic data; better 
“sensory capacities”

• Will transformative AI help us make distinctions? Will it be able to keep pace 
with its ability to increase “information pollution”?

• Answers may depend on problem being analyzed
• Outcomes may also depend on policy
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Answer to Who Wins Race May Depend on 
Policies

• Regulations, punishments for spreading mis- and disinformation
• But extraordinarily difficult to get right balance

• But lowering of accountability of social media big mistake

• Partly (but only partly) issues of free speech
• Free speech has always been curbed in broader societal interests
• New circumstances require new rules
• Rules may affect virality
• Part of issue is “speed”—time to assess whether there is mis- or disinformation

• Legal system has its limitations
• Abuse of libel laws
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Much is at Stake:  Wide Array of Economic 
and Social Harms

• Privacy
• Incitement
• Anti-vax—especially dangerous in pandemic
• Racial and ethnic hatred
• Societal polarization
• Political interference—undermining democracy and national 

sovereignty
• More broadly:  quality of public governance
• Economic performance—can’t have efficient market economy with 

polluted information ecosystem
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Information, Deliberation, Persuasion

 A defining feature of accountable governance is identifying the needs of 
citizens and ensuring that those people entrusted with making critical public 
decisions respond to these needs, rather than to their own private interests

 Also need information to ascertain performance (monitoring)

 Media plays a vital role in engendering responsive governance, a critical part 
of the “feedback” mechanism

 Finally, media promotes public deliberation between citizens, civil society, 
and government about political priorities and preferred policies
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AI Can Expand all the Digital Harms 
Associated with Social Media

• Even better targeting; even more deceptive mis- and disinformation; even 
more subtle hate speech, incitement, etc.

• Digital Services Act provides a framework for regulating
• Will almost surely need to be strengthened
• Again:  US presents a problem—characterized as “censorship”
• We should feel even more uncomfortable with private firm with monopoly or market 

power 
• Algorithmic editing is still editing

• Policy directed at preventing dangerous virality, where speed of transmission 
exceeds ability of system to provide counternarratives, and to ensure sense of 
accountability

• That was removed from platforms by Section 230; needs to be restored
• And AI should face same accountability
• AI has additional problem:  attributing to others statements that they did not make or 

attributes that they do not have—algorithmic defamation is still defamation
• Dangers of deep fakes, and refusal to take down
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What Are the Appropriate Legal Frameworks 
for Dealing With Issue?

Intellectual property is a social construction
• Designed to promote societal welfare

Rules appropriate at one time, with one set of technologies, may not 
suite another time, with new technologies

• E.g. “fair use” exception 

But with AI, detecting prior use of a particular combination of words or 
notes will be easy—even if there was not “theft” of IP
Getting right balance will be hard
Risk of stifling innovation and creativity with the wrong design of IP

17



Evaluating Risks from Broader Welfare 
Perspective

• There are large externalities and other market failures
• Unfettered development of AI is not likely to maximize societal welfare, 

no matter how construed—mismatch between objectives of firm and 
interests of society, already evident in social harms (such as 
polarization, dissemination of misinformation, polluting the information 
ecosystem)

• We can develop a regulatory/tax/intellectual property/accountability 
regime that at least mitigates some of critical risks

• Likely to be strong opposition from vested interests
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Risks vs. Rewards

• Outside of some areas in medicine, how large are the benefits?  
• To what extent will AI enable us to better solve critical societal problems? 

• Limited benefits of increasing material standards of living a little faster
• At least in some contexts, even limited benefits of faster communication

• Adverse effects—on distribution, unemployment, digital harms, market 
power, political manipulation—may depend on the pace of change. Too fast a 
pace risks change beyond the ability of individuals and society to adjust 
appropriately, e.g. change occupations or develop necessary legal and 
regulatory standards

• Perspective on risks vs. rewards informs one’s stance on what kind of 
regulatory/tax/intellectual property/accountability regime is desirable

• Putting aside geopolitics and the associated competition, what are the social costs 
of slowing down the pace of innovation vs. the benefits?  
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