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Rediscovering Risk

Eric J. Johnson, Special Issue Editor

Somehow, consumer research has forgotten about risk.
Much research has focused on frequently purchased
packaged goods, and so it might be understandable

that the concept of risk has lingered in the shadows. The
major burst of interest surrounding the concept of perceived
risk (Bauer 1960) was the last time that risk was conceptu-
alized systematically as a driver of consumer behavior and
not used simply as an additional explanatory variable. The
idea seems to be that a consumer, in purchasing packaged
goods, can be sure of the attributes associated with the prod-
uct: A container of orange juice will deliver the advertised
amount of vitamin C; a breakfast cereal will certainly con-
tain the promised oats.

This seems to be shortsighted, even for packaged goods.
The orange juice may offer calcium, which prevents the
onset of osteoporosis, and the breakfast cereal may contain
genetically modified grains, which some people believe
have consequences for the environment. The recent news of
the discovery of bovine spongiform encephalopathy (i.e.,
mad cow disease) and the specter of its variant, Creutzfeldt-
Jakob disease, in a single cow in the United States have
affected consumers’ decisions to order Big Macs as well as
the stock prices of major beef providers and fast-food
chains.

Although risk is involved in the purchase of packaged
goods, it is minor compared with that in other domains of
much greater economic consequence: For most consumers
in developed countries, decisions about where to live and
how to invest for retirement are the two largest economic
decisions they will make. The decision to buy a new per-
sonal video recorder may depend on the future financial
health of the company that provides the service. The insur-
ance industry is all about risk management, with consumers
making decisions about mitigating the risk associated with
owning cars and houses and maintaining their health. Yet
for the most part, risk is simply another predictor variable
that is focused mostly on medical and health applications.
Neither “risk” nor “perceived risk” are keywords used by
Journal of Consumer Research.

This special issue will not remedy this neglect, but I want
to introduce briefly some of the relevant literature in the
hopes that some people will be inspired by the fine set of
articles contained herein and that a few guideposts will be
helpful starting points. I provide a brief sketch, focusing on
pointers to more complete introductions, and draw illustra-
tions from the domain of insurance decisions.

Risks as Gambles
Fortunately, there are theoretical and conceptual frame-
works easily applied to risk. Foremost among these is
expected utility (EU), which has been the dominant model
applied to risk in public policy and economics. The canoni-
cal form that has dominated research applies this formula-
tion to gambles, which are defined as the series of outcomes,

xi ... xn, each of which can occur with a corresponding prob-
ability of pi ... pn. The expected value of the gamble is Σpixi
and the EU is Σpiu(xi). Utility functions, U(), normally
reflect that money has decreasing value as a person accu-
mulates more of it, which implies risk aversion. A major
development in the past 50 years is the realization that an
EU framework is a good normative model that describes
how decisions should be made, but it is an inadequate
descriptive model to describe how decisions are actually
made. Originally, it was hoped that EU would be adequate
for both tasks, but five decades of research have disabused
researchers of that notion (Luce 2000; for an excellent his-
torical overview, see Wu, Zhang, and Gonzalez 2004).

The major alternatives to EU that have emerged are
prospect theory and closely related ideas that make use of
rank dependence. These approaches share two properties
with EU: The first is a key distinction between uncertainty
and outcomes, and the second is the idea that the two com-
ponents are combined by weighting the outcomes by uncer-
tainty. Prospect theory has been widely applied and, in some
cases, perhaps applied too ambitiously to a range of con-
sumer behavior phenomena. Prospect theory has had an
enormous impact and is the most cited “export” of psychol-
ogy (Tetlock and Mellers 2002; for thorough introductions
and a review of field and laboratory studies, see Camerer
2000; Kahneman and Tversky 2000).

In the sections that follow, I briefly review the two com-
ponents and then move on to discuss newer developments
that call into question the entire idea of weighted models.

Risk and Uncertainty
Historically, risk applied to cases in which objective proba-
bilities are available and are often based on historical obser-
vations of the frequency of occurrence. Consider insurance,
for example: There might be a historical record of the fre-
quency of hurricanes that hit coastal North Carolina. Uncer-
tainty applies to cases in which the probability is subjective,
such as the probability of a severe acute respiratory syn-
drome (i.e., SARS) outbreak in the United States in 2004.
Both EU and subjective EU (Savage 1954) imply that prob-
abilities are weights: To evaluate a branch of a gamble, the
(transformed) outcome should be weighted by the
probability.

A major modification made by prospect theory (Kahne-
man and Tversky 1979; Tversky and Kahneman 1981) in
dealing with risk was modification of this assumption,
replacement of the probability with a π function, and trans-
formation of p before weighting the outcome, π(pi). The
basic idea is that the impact of a probability on choice is a
function not only of the likelihood of the event but also of
the perception of that probability. Thus, the weighting func-
tion captures the way the decision maker uses the stated
probability. This function reflects people’s choices and indi-
cates that small probabilities are overweighted and large
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Figure 1. A Typical Probability Weighting Function

Notes: Adapted from Wu, Zhang, and Gonzalez (2004).
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probabilities are underweighted, with a crossover (the point
at which probabilities change from being overweighted to
underweighted) that has often been estimated to be between
.3 and .4.

The empirical success of prospect theory has led to a
large amount of work that examines both choices among
simple gambles and elicitation of the prices that subjects
would pay to buy and sell such gambles. A set of stylized
facts emerged, extending the results first noticed by Allais
(1953): Observations of risk attitude depend on both the
sign of the outcome and the size of the probabilities. To
explain this enriched set of observations, Tversky and Kah-
neman (1992) proposed a cumulative weighting function,
which has the same approximate shape as that in Figure 1
but is applied to the cumulative probabilities (which can dif-
fer for gains and losses) when the options have been ordered
by size of the outcomes. 

Note that near zero and one, all bets are off. As is shown
in Figure 1, there are two inflection points, which can result
in different behavior in moves from large probabilities to
certainty or from small probabilities to impossibility.

The idea that the impact of probability is not a linear func-
tion of the probability has great implications for under-
standing consumers’ reactions to risk, though most applica-
tions have been in decision research, not in consumer
research. Consider the following example based on Figure
1: People seem to dislike any insurance policy that does not
reduce the risk of loss completely. I suspect that the value of
an auto insurance policy that covers the insured on only
odd-numbered days would be much less than half the value
of one that provides coverage on both odd and even days.

However, the case of uncertainty, in which the probabili-
ties are not stated, seems to be much more relevant to con-
sumer research, and it presents a richer, if messier, picture.

Here, the question is how consumers might come up with
estimates of uncertainty. A significant amount of research
suggests that judgments of probability are influenced by
how easily cases come to mind, which in turn is often influ-
enced by the amount of media coverage and other factors
(Lichtenstein et al. 1978a). For example, consider that peo-
ple would be willing to spend an average of $14.12 to buy a
$100,000 terrorism life insurance policy to cover a flight to
London, but they would be willing to pay only $12.13 for
the same policy if it covered all potential causes of death
(Johnson et al. 1993). Although terrorist acts are a (small)
subset of the possible causes of death covered by a larger
policy, they are much more available in memory (even in
1993), which renders the policy more valuable. In the same
article, Johnson and colleagues (1993) show that people’s
willingness to pay for insurance that covers hospitalization
caused by diseases ($89.10) or accidents ($69.55) is much
greater than their willingness to pay for the same policy that
covers them for any reason ($41.53). The results are quite
consistent with support theory (Rottenstreich and Tversky
1997; Tversky and Koehler 1994), a theory of subjective
probability, which seems to be widely applicable to con-
sumers’ decisions.

Recent work has demonstrated a result that has poten-
tially important implications for understanding consumers’
reactions to risk. Most prior research on the weighting func-
tion, with its characteristic underweighting and overweight-
ing, has concentrated on stated, not experienced, probabili-
ties. However, consider the impact of a .2 probability, not
the experience of winning or losing two times out of ten.
Recent work by Weber, Shafir, and Blais (2004) shows that
stated versus experienced probabilities reverse the usual pat-
tern: When outcomes are experienced sequentially, such as
by drawing cards from a deck, the impact of objective prob-
abilities on choices is reversed: Low-probability events are
underweighted, and high-probability events are over-
weighted. The explanation of the result is that the encoding
process of observing the series of events tends to produce an
internal representation that reflects this pattern. This is of
great relevance, because consumers—as do the other
species studied by Weber, Shafir, and Blais—most often
experience good and bad outcomes and are seldom treated
to stated probabilities. An important topic for further
research is how this result might occur when the opportuni-
ties to experience and learn occur at longer intervals than in
lab studies, such as the monthly or quarterly feedback in a
brokerage statement. Here, the connection between avail-
ability and the impact of probability might also contribute to
the impact of probabilistic learning.

Outcomes

Reference Effects
In a marked departure from utility theory, current descrip-
tive theories of decision under risk and uncertainty suggest
that consumers judge value relative to a reference point and
often use a myopic mental account. Consider the decision to
buy one of two forms of auto insurance: (1) Policy A has a
discount if the consumer waives the right to sue for pain and
suffering; (2) Policy B charges an additional premium to
acquire the right to sue. Although the two policies may be
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economically equivalent, they provoke different consumer
responses. Because consumers perceive the additional pre-
mium in Policy B as a loss, they consider it much less attrac-
tive, even if the discount offered by Policy A is identical to
the surcharge required by Policy B. In questionnaires and a
quasi experiment run inadvertently by the insurance com-
missions of New Jersey and Pennsylvania, this framing
manipulation had a large effect and resulted in a billion dol-
lar difference in the amount of insurance sold (Johnson et al.
1993). Similar effects have been found in consumers’ deci-
sions about pension plans (Madrian and Shea 2001), Inter-
net privacy policies (Johnson, Bellman, and Lohse 2002),
choice of health plans (Samuelson and Zeckhauser 1988),
and even whether to become an organ donor (Johnson and
Goldstein 2003).

Framing
Reference dependence has already attracted quite a bit of
attention in studies of consumer decision making outside the
risk domain. However, the main idea is that many different
frames can describe any set of outcomes and that the frames
may have a significant effect on which outcome is chosen.
The portrayal of outcomes as gains and losses, as I showed
previously, is just one possibility. Another possibility is the
combination or separation of events, an area that has been
called “mental accounting” (Thaler 1999). For example,
events can be aggregated over different time periods (Read,
Loewenstein, and Rabin 1999; Thaler and Johnson 1990),
which influences both the outcome and the stated probabil-
ity. For example, to encourage seat belt use, the probability
might be aggregated over many years, not just one: This
influences the perceived probability of a loss and moves the
probability to the area of the weighting function (see Figure
1) in which the most overestimation occurs, an idea that
Paul Slovic has suggested (Slovic, Fischhoff, and Lichten-
tein 1978). Other demonstrations of the impact of framing
on decisions to mitigate risk include demonstrations that
even though deductibles are necessary to make policies
incentive compatible and to prevent moral hazard, insurance
buyers are particularly averse to them and seem to overpay
for insurance as a result (Johnson et al. 1993).

Representing Risks
Although the idea that risk can be modeled as choice
between gambles yields important insights, it also has some
obvious shortcomings, one of which is that it does not
address the construction of the decision maker’s alterna-
tives. What outcomes are considered? What dimensions are
used? How are they weighted? This seems to be an impor-
tant question given that a decision maker’s list of potential
risks is often incomplete and significantly affected by the
list of risks provided (Fischhoff, Slovic, and Lichtenstein
1978a; Russo and Kolzow 1994). A conclusion that emerges
from this research area (Fischhoff et al. 1978b; Lichtenstein
et al. 1978b; Slovic, Fischhoff, and Lichtenstein 1979) is
that risks have many components, not all of which represent
objectives. The basic result is that inclusion of these mea-
sures, such as psychometric dimensions (e.g., dread), helps
explain reactions to risk in ways that a simple analysis of
more objective factors cannot. In addition, the factors con-

sidered can depend on the task used to elicit them (Johnson
and Tversky 1984). More recently, it has become clear that
there are significant and important individual and group dif-
ferences in the weighting of these dimensions (Finucane et
al. 2000b).

New Approaches
Affect
A major departure from the standard analysis has been an
emphasis on affect as a determinant of reactions to risk.
Although it has been known for many years that affect can
influence risk perception (Johnson and Tversky 1983),
affect has moved to the forefront of research in risk (Finu-
cane et al. 2000a; Loewenstein et al. 2001), and researchers
have identified more specific ways that affect can bias such
judgments (Forgas 1995; Lerner and Keltner 2001; Pham et
al. 2001; Russell 2003). Particularly when combined with
advances in physiological and neuroscience methods, analy-
ses of risk from an affective perspective would be a particu-
larly compelling development.

Individual Differences
Most of the preceding analysis focuses on “average” reac-
tions to risk. However, much as it is for the idea of a “rep-
resentative consumer” in economic models, this focus is a
potentially dangerous simplification. For example, when the
probability weighting function is estimated at the individual
level, a fair amount of individual variance in functional
forms emerges (Wu, Zhang, and Gonzalez 2004). The char-
acteristic of overweighting small probabilities is true, in the
aggregate, but there are important individual differences,
including people who underweight the probabilities. I sus-
pect that the same is true for the amount of loss aversion,
with substantial individual differences in the degree of loss
aversion for any single attribute and differences in the
amount of loss aversion across attributes. An appropriate
prototype derives from the risk perception literature, that is,
the “white male” effect (Finucane et al. 2000b). Compared
with women and nonwhite men, white men differ in how
they weight risk dimensions and perceive many activities as
having less risk. For example, white men have lower faith in
the government’s role in risk regulation and tend to trust in
technology more. Description and exploration of the origins
of these differences seem to be important issues for further
research. From a policy perspective, this realization poten-
tially complicates things: No one-size-fits-all policy will
maximize everyone’s utility. The positive aspect of this is
that measures can be targeted to people who are most at risk.

Risk and Public Policy
I previously used the example of seat belts to illustrate how
a change in risk presentation might change behavior. Note
that this suggestion was well intentioned but manipulative:
Instead of using instruction to communicate correct per-
ceived probabilities, it used the overweighting of small
probabilities to accomplish a desirable outcome: the
increased use of seat belts. However, one might be uncom-
fortable with this: In some real but partial sense the driver
did not make the decision, the policymaker deciding how to
present the information contributed to the outcome. It is
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tempting to consider this a small effect, and in this case, it is
an effect that had little influence on behavior. Ultimately,
changes in law produced marked changes in behavior.

However, for many of the effects I have described, the
outcomes are much larger. Consider the role of defaults: In
choosing a default, to a large extent, a policymaker can
influence the revealed preference. This is true even when the
decision is important, as it is for pension plans or organ
donation. Should policymakers take this responsibility?
Must they take this responsibility? This question has begun
to attract significant interest in both economics and law,
where it can be argued that ignoring the effects lowers social
welfare (Camerer et al. 2003; Thaler and Sunstein 2004).
This is a vital question, because whereas such defaults may
increase social welfare as a whole, some people may be
worse off. Doing nothing and maintaining the status quo
may be an inferior option, but the omission bias favors it
(Baron and Ritov 1994).

Return for a moment to the discussion of individual dif-
ferences, and consider the adoption of air bags in autos. On
average, air bags result in a reduction of fatalities but not
without a shift in risk: People of small stature are at greater
risk of injury as a result of the air bags’ deployment (Gra-
ham et al. 1998). Although compulsory air bags save lives,
it is possible that a default customized to the primary driver
would further increase social welfare. Such customized
defaults may be the best possible resolution to the quandary
presented by the literature briefly reviewed herein.

Articles in the Special Issue
The articles in this issue exemplify the kind of research that
can be done when risk, marketing, and public policy meet.
They also illustrate many of the themes in this introduction.
Jonathan Baron provides a nice overview of a decision-
making approach to information provision, demonstrating
that this affects both firms and individual people. Sara L.
Eggers and Baruch Fischhoff illustrate some of these ideas
in a case study of potential nutrition claims. Although the
two articles are independently developed, they are quite
complementary. Sankar Sen provides an analysis of the
effect of HIV testing on protective behavior, illustrating
how an EU model can predict unanticipated consequences.
Sen also illustrates how such models can be extended to
behaviorally more realistic applications. The articles by
Joseph C. Nunes, Christopher K. Hsee, and Elke U. Weber
as well as Peggy Sue Loroz and Donald R. Lichtenstein pro-
vide nice illustrations of the importance of cultural and indi-
vidual differences to an understanding of the psychology of
risk perception. Finally, at a more macro level, Yong Liu
and Charles B. Weinberg examine the role of nonprofits,
which are major players in managing risk in competitive
markets.

Although the articles span a diverse set of interests, they
are integrated in two senses: First, they all apply to the mod-
els that have at their roots the interface between economics
and psychology, models that can be applied to many areas
and that have clear, testable implications. Second, the impli-
cations include recommendations and prescriptions for pub-
lic policy and should be of interest outside of academia.
Because all the articles share more realistic behavioral

bases, I hope that readers find the prescriptions reflective of
an appreciation of the complexity of the underlying phe-
nomena. The tension between broadly applicable models
and behaviorally realistic (and at times domain specific)
assumptions and advice has been a major motivating theme
in the area of risk. I believe that in rediscovering risk, the
marketing field can benefit from appreciating this tension.

In closing I would like to thank the authors for their 
hard work and responsiveness; Joel Cohen for providing
much more help, advice, and hard work than any guest edi-
tor deserves; and Brook Hubner for her extraordinary
assistance.
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