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Abstract

How much capital should financial intermediaries hold? We propose a general equilib-
rium model with a financial sector that makes risky long-term loans to firms, funded by
deposits from savers. Government guarantees create a role for bank capital regulation.
The model captures the sharp and persistent drop in macro-economic aggregates and
credit provision as well as the sharp change in credit spreads observed during the Great
Recession. Policies requiring intermediaries to hold more capital reduce financial fragility,
reduce the size of the financial and non-financial sectors, and lower intermediary profits.
They redistribute wealth from savers to the owners of banks and non-financial firms. Pre-
crisis capital requirements are close to optimal. Counter-cyclical capital requirements
increase welfare.
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1 Introduction

The financial crisis and Great Recession of 2007-09 underscored the importance of the financial
system for the broader economy. Borrower default rates, bank insolvencies, government bailouts
of financial institutions, and credit spreads all spiked while real interest rates were very low. The
disruptions in financial intermediation fed back on the real economy. Consumption, investment,

and output all fell substantially and persistently.

These events have prompted a vigorous yet unresolved debate among policymakers and aca-
demics on whether the economy would be better off with stricter bank capital requirements.
The 2017 Minneapolis Plan, reflecting the Federal Reserve’s view, proposes raising bank capi-
tal requirements to 23.5% of risk-weighted assets, with further increases to 38% for banks that
remain systemically important. In their seminal book, Admati and Hellwig (2013) propose
raising capital requirements to 25% of assets. Larger equity capital buffers would result in
less risk-taking, lower risk of bank failure and concomitant government bailouts, but also in a
smaller banking sector that lends less to the real economy, depressing investment and output.
Considering this trade-off, Admati and Hellwig argue that “for society, there are in fact sig-
nificant benefits and essentially no cost from much higher equity requirements.” The authors
of the Minneapolis Plan agree, writing that their plan “will have paid for itself many times
over if it avoids one financial crisis.” This argument is not without controversy in the academy

(Calomeris, 2013) and heavily contested by the industry.

What is missing in this debate is a quantitative general equilibrium model that embeds a
financial sector in a model of the macro-economy, and that can capture infrequent but large
financial crises. Our paper fills this void. In the model, banks extend long-term loans to
firms who invest and are subject to aggregate and idiosyncratic productivity shocks. Firm
default results in losses for their lenders. The high leverage of banks, which far exceeds that of
firms, amplifies modest credit losses into financial disasters. Because financial intermediaries are
constrained in their ability to raise new debt and new equity, even banks that do not default cut
lending to firms. The intermediary sector shrinks substantially and persistently. The reduction
in credit supply feeds back on the real economy and depresses investment and output, in a
second financial accelerator. The nonlinear behavior of credit spreads reflects this financial

distress. The government bails out the creditors of the banks that fail by issuing government



debt, gradually repaid through future taxation. Real interest rates must fall to induce savers
to accommodate the reduction in deposits. Banks’ reduced ability to absorb aggregate risk in
financial crises results in a deterioration of risk sharing and higher macro-economic volatility.
The intermediary-driven dynamics arise in equilibrium since all aggregate shocks emerge from

the real sector.

The calibrated model matches many features of the data, both in terms of macro-economic
quantities and prices. The average credit spread and its volatility are high, as in the data.
Faced with a realistic corporate bond rate, firms choose the observed amount of leverage. The
non-financial leverage ratio is 38%, close to the U.S. data. The model delivers a 93% leverage
ratio for financial firms, a key moment not directly targeted by the calibration, which is close
to the data. Debt is attractive to banks for four reasons. First, debt enjoys a tax shield.
Second, the government guarantees the liabilities of the bank. This guarantee captures not
only deposit insurance but also broader too-big-to-fail guarantees to banks and the rest of the

! Third, banks face equity adjustment costs which increase the cost

levered financial system.
of equity relative to debt. Fourth, banks provide a safe asset to patient households with a
desire for holding risk-free assets. While the first motive for debt financing also applies to non-
financial firms, the other three do not. The large wedge between financial and non-financial
sector leverage is a key feature of many developed economies and crucial to understanding

systemic risk in society. The equilibrium fully takes into account that the cost of bank debt

and bank equity changes endogenously with the safety of the financial sector.

Our main exercise is to study macro-prudential policy in this environment. We study in-
creasing the minimum bank equity capital requirement from its pre-crisis level of 7% of assets.
Higher capital requirements are successful at reducing financial leverage and the bank failure
rate. Corporate debt also becomes safer and loss rates fall. The reduction in firm and bank
bankruptcies frees up resources otherwise spent on deadweight losses from bankruptcy. Macro-
economic volatility declines when banks are better capitalized, reflecting the balance of two
forces. A smaller banking sector has less risk absorption capacity, raising volatility, but the

reduced financial fragility lowers volatility.

'We use the labels intermediaries and banks interchangeably to mean the entire levered financial sector. That
sector also includes broker-dealers and insurance companies, which —like banks— are highly levered, are subject to
macro-prudential regulation, often engage in maturity transformation, and enjoy explicit or implicit government
guarantees on their liabilities. The issues of systemic risk equally apply to those non-bank institutions. Appendix
C.1 provides a detailed definition of our intermediary sector.



While the banking sector becomes safer, it also becomes smaller. Savers’ direct holdings of
corporate debt do not fully make up for the loss in intermediation capacity, and credit to the
real economy shrinks. Firms borrow less, reducing both leverage and investment. The aggregate
capital stock and GDP fall. The reduced size of the economy is the main adverse effect from

tighter macro-prudential policy.

Tighter macro-prudential policy hurts bank profitability. The cost of debt for banks is low and
insensitive to capital regulation thanks to government guarantees on bank liabilities. The cost
of bank equity falls when banks are better capitalized, reflecting their improved safety. However,
the weighted average cost of capital increases significantly because higher bank equity capital
requirements force banks to finance themselves to a larger extent with expensive equity rather
than with cheap debt. In equilibrium, banks can only pass through some of the higher cost of

funding to firms. Bank profitability falls and so does the franchise value of banking.

Substantially looser capital requirements increase the size of the banking sector and the real
economy, but financial fragility increases non-linearly with bank leverage. Financial crises beget

larger bailouts and destroy resources that could otherwise be consumed.

To rank economies that differ in capital requirement, we calculate welfare for the two types
of households in the model: patient savers and impatient borrowers. Savers invest in both
risk-free debt (deposits and government bonds) as well as in corporate debt. Borrowers are the
equity holders of the non-financial and financial firms. Tighter capital requirements redistribute
wealth from savers to borrowers. A smaller banking sector reduces deposits and thereby the
wealth of savers. Borrowers receive higher dividend payments as banks and firms shift their
capital structure towards equity. Thus, the owners of banks (and firms) gain from tighter
bank regulation. Since savers have a higher marginal value of wealth than borrowers given
the difference in patience rates, the welfare losses to savers exceed the gains to borrowers. It
is not possible to implement a Pareto-improving tax-and-transfer scheme. An additional $6
trillion would be necessary to make the economy as well off at a 25% capital requirement as
at the baseline 7% requirement. Welfare is maximized at a 6% equity requirement. Capital
requirements below 6% reduce welfare as the economy becomes more volatile and both savers’

and borrowers’ consumption fall due to large deadweight losses from bankruptcies.

An alternative counter-cyclical capital requirement policy that tightens capital requirements

in good times and relaxes them in times of financial stress increases aggregate welfare to the



tune of 5% of GDP. The policy mitigates the fallout from financial crises, preventing much of
the contraction in firm investment that takes place in the baseline economy. It allows for a

larger financial sector and improved risk sharing.

Our work is at the intersection of macro-economics, asset pricing, corporate finance, and
banking. We contribute to the literature on the role of credit constraints in models of the
macro-economy. To help understand and quantify the role of the various frictions in our model,
we solve a sequence of simpler problems. The simplest one is a standard heterogeneous-agent
macro model where patient savers lend directly to firms owned by impatient borrowers. This is
an economy like Kiyotaki and Moore (1997), except that savers cannot directly hold productive
capital.? Markets are incomplete, and debt is uncontingent, long-term, and enjoys tax bene-
fits.> Our solution method recognizes the importance of nonlinear dynamics, as emphasized by
Brunnermeier and Sannikov (2014) and He and Krishnamurthy (2013). This model features the
standard financial accelerator mechanism of Bernanke, Gertler, and Gilchrist (1999a) in that
negative aggregate productivity shocks lower the price of firm capital, tightening firm borrow-
ing constraints, and amplifying the contraction. However, the amplification is modest and the

simple model fails to generate deep crises.

Next, we introduce the possibility of corporate default. This activates uncertainty shocks
which change the cross-sectional dispersion of firm productivity, as in Christiano, Motto, and
Rostagno (2014).%5 Recessions that combine a TFP decline with an increases in uncertainty are

substantially deeper than in the model without default. The credit spread rises significantly,

2The data reveal that a large fraction of households indeed do not participate in risky asset markets; stock
market wealth is heavily concentrated. A large literature explores deeper reasons for limited stock market
participation including both monetary (one-time and recurring fixed costs) and non-monetary costs, possibly
arising from limited investor sophistication, attention, or financial literacy. See Guiso and Sodini (2013) for a
review.

3Debt-like contracts arise in order to reduce the cost of gathering information and to mitigate principal-agent
problems. See the costly state verification models in the tradition of Townsend (1979) and Gale and Hellwig
(1985), and the work on the information insensitivity of debt by Dang, Gorton, and Holmstrom (2019).

4The shock is calibrated from firm-level evidence in Bloom, Floetotto, Jaimovich, Saporta-Eksten, and
Terry (2018). Jermann and Quadrini (2012) study how financial shocks affect balance sheet variables. One
interpretation of our uncertainty shocks is as aggregate misallocation shocks, as in Hsieh and Klenow (2009).
Ai, Li, and Yang (2019) study the role of intermediaries in reducing capital misallocation.

5Most models in the literature feature no default on corporate loans. For example, Ctirdia and Woodford
(2016), Goodfriend and McCallum (2007), Meh and Moran (2010), and Christiano, Motto, and Rostagno (2014).
A few exceptions are Gertler and Kiyotaki (2010), Angeloni and Faia (2013), Hirakata, Sudo, and Ueda (2013),
Clerc, Derviz, Mendicino, Moyen, Nikolov, Stracca, Suarez, and Vardoulakis (2015), and Gete (2020). Those
that do feature default employ short-term debt, abstracting from a key source of risk —maturity mismatch—
associated with financial intermediation.



but is still only half as large as in the data.

In a third step, we switch on the intermediation sector by increasing the cost to savers for
holding corporate debt directly. A large banking literature has micro-founded the comparative
advantage of banks in lending by appealing to their superior screening, monitoring, enforcement,
modification, and risk management technologies.® Much of the prior intermediation literature
combines the balance sheets of firms and banks, implicitly assuming that financial intermediaries
hold equity claims in productive firms, while in reality, they hold debt-like claims. A key
innovation of our paper is to study the quantitative implications of separating the balance
sheets of firms and banks.” Intermediaries help allocate risk between borrowers and savers, and
their net worth is a key state variable. When intermediaries have unlimited liability and can
raise new equity from their shareholders costlessly, they internalize the risk they take on and
remain well capitalized throughout the cycle. Credit spreads are much higher, however, because
they reflect the higher degree of impatience of bank owners, as well as the higher holding costs
of corporate debt for savers. The higher cost of borrowing reduces firm leverage and makes the

economy safer. This model illustrates that the intermediation sector can play a stabilizing role.

Next, we introduce limited liability for banks coupled with deposit insurance. As Reinhart
and Rogoff (2009) and Jorda, Schularick, and Taylor (2015) make clear, financial intermediaries
frequently become insolvent. When they do, their creditors (mostly depositors) are typically
bailed out by the government. Bailout guarantees create franchise value, which banks are eager
to preserve. However, the same guarantees also affect risk taking incentives and creates scope
for regulation that limits bank leverage.® A default wave on the loan portfolio erodes bank
capital, and reduces banks’ ability and willingness to extend loans to producers. The cost of
credit shoots up. Through this second financial accelerator, corporate investment and output

decline. Some banks decide to default. The deadweight losses associated with firm and bank

6Costly state verification models also justify the existence of financial intermediaries who avoid the dupli-
cation of verification costs, as in Williamson (1987), Krasa and Villamil (1992), Diamond (1984). Diamond
(2020) shows how financial intermediaries arise endogenously when safe assets are scarce. Intermediaries make
risky loans to non-financial firms and transform them into safe assets they issue to households. The size of the
financial sector trades off the agency cost of bearing risk and the benefit of safe asset creation.

"Recent work by Klimenko, Pfeil, Rochet, and Nicolo (2016), Rampini and Viswanathan (2020), and Gale
and Gottardi (2020) also models intermediaries separately from producers. The setting is simpler since their
focus is theoretical; ours is quantitative. As noted, Diamond (2020) provides a micro-foundation for this balance
sheet separation.

8See Kareken and Wallace (1978), Van den Heuvel (2008), Farhi and Tirole (2012), or Gomes, Grotteria, and
Wachter (2019). Others justify the presence of bank leverage or net worth constraints by the ability of banks
to divert cash flows, as in Gertler, Kiyotaki, and Queralto (2012).



default reduce resources for all. Limited liability and deposit insurance are a key amplifying

force through which financial sector instability arises and feeds back on the real economy.

The final friction, which gets us back to the benchmark model, is equity issuance costs for
banks.? They reduce bank risk taking ex-ante, since banks hold more equity to save on issuance
costs in states of the world where losses are large. But, conditional on being in a financial
recession, they make bank recapitalization more costly ex-post. The result is deeper financial

crises and higher credit spreads.

Our model also contributes by introducing fiscal policy and the endogenous determination
of safe asset rates. In a financial crisis, intermediaries contract the size of their balance sheet,
reducing the supply of safe assets. The reduction in the supply of deposits is offset by an
increase in government debt due to counter-cyclical fiscal policy and bank bailouts. Demand
for safe assets increases due to a precautionary demand. The net effect is lower interest rates in
a crisis. The lower cost of debt allows intermediaries to recapitalize more quickly, dampening
the effect of the crisis. Under tighter macro-prudential policy, financial crises become shallower.
Banks’ supply of deposits shrinks by less, the government’s supply of T-bills rises by less, and
precautionary savings demand is weaker. The net effect is that the safe interest rate falls by
less in crises and that its unconditional mean is nearly invariant to the level of bank capital
regulation. Banks’ weighted cost of capital rises with tighter bank capital requirements because
banks must substitute cheap debt with expensive equity. In contrast, Begenau (2020) assumes
that savers have an explicit preference for liquid assets in the utility function and that the
convenience yield from deposits rises as the amount of deposits in the economy shrinks. As
capital requirements tighten, the cost of debt falls in her model. Since bank equity also earns
low returns, bank funding becomes cheaper and tighter macro-pru policy welfare improving.

This conclusion reverses in a model with a more realistic bank equity risk premium.

Our paper belongs to the literature on quantitative models of bank regulation, including Van
den Heuvel (2008), Nguyen (2018), Begenau (2020), Begenau and Landvoigt (2019), Corbae
and D’Erasmo (2019), and Davydiuk (2019). Relative to the previous literature, we study a
general equilibrium model that features severe financial recessions arising due to the nonlinear

interaction of financial constraints in the production and intermediation sectors. This allows us

9Beginning with Myers and Majluf (1984), the corporate finance literature has micro-founded equity issuance
costs using asymmetric information of managers over investors.



to quantify the benefit of preventing such financial crises using regulation. A different branch of
the normative literature instead studies the interactions between conventional and unconven-
tional monetary policy and financial intermediation.'® More broadly, our model creates room

for macro-prudential regulation due to incomplete markets and borrowing constraints.!!

Our work also contributes to the intermediary-based asset pricing literature.'> Our model
generates the unconditional credit spread, a puzzle in the asset pricing literature (Chen (2010)).
It also generates the observed volatility and counter-cyclicality of that spread, consistent with
patterns documented by Krishnamurthy and Muir (2017). The (shadow) stochastic discount
factor of the intermediaries, driven by the intermediary net worth dynamics, is volatile and
counter-cyclical. As in Santos and Veronesi (2017), all shocks arise in the non-financial sector,

yet give rise to rich—endogenous—intermediary dynamics.

Finally, our paper contributes in its solution technique. The model has two exogenous and
persistent sources of aggregate risk and five endogenous aggregate state variables which track
the wealth distribution. It features default and occasionally binding borrowing constraints in
both non-financial and financial sectors. To solve this difficult problem, we provide a nonlinear
global solution method. The algorithm, detailed in computational appendix B, solves for a
set of nonlinear equations including the Euler, Kuhn-Tucker, and market clearing equations.
A judicious choice of state variables and several improvements, such an analytical Jacobian,

result in a stable, precise, and reasonably fast algorithm that is portable to different questions.

The rest of the paper is organized as follows. Section 2 discusses the model setup. Section 3
presents the calibration. Section 4 contains the main results. Section 5 uses the model to study
various macro-prudential policies. Section 6 concludes. All model derivations, computational
details, some details on the calibration, and some additional quantitative results are relegated

to the appendix.

10See Gertler and Karadi (2011), Angeloni and Faia (2013), Drechsler, Savov, and Schnabl (2018, 2017),
Cuardia and Woodford (2016), Del Negro, Eggertsson, Ferrero, and Kiyotaki (2017), Elenev (2016), and De
Fiore, Hoerova, and Uhlig (2017).

HPpapers that have studied the qualitative role of these frictions in determining optimal policy are Lorenzoni
(2008), Mendoza (2010), Korinek (2012), Bianchi and Mendoza (2018), Guerrieri and Lorenzoni (2017), and
Clerc et. al. (2015).

12Tn addition to the work cited above, notable contributions are He and Krishnamurthy (2012, 2013, 2019),
Gérleanu and Pedersen (2011), Adrian and Boyarchenko (2012), Maggiori (2017), and Moreira and Savov (2016).
On the empirical side, He, Kelly, and Manela (2017) develop a risk factor which captures the systematic risk
associated with declines in intermediary equity capital, and Adrian, Etula, and Muir (2014) document that
intermediary leverage performs well in pricing the cross-section of stock returns.



2 The Model

2.1 Preferences, Technology, Timing

Preferences The model features two groups of households: borrower-entrepreneurs (de-
noted by superscript B) and savers (denoted by S). Savers are more patient than borrower-
entrepreneurs, implying for the discount factors that g < (g. All agents have Epstein-Zin
preferences over utility streams {u]}32, with intertemporal elasticity of substitution v; and risk

aversion o’/
1— 1/Vj

» i\ 1—1/v; T & 5 7
o = {-a) ) s B (Wl b 0
for j = B,S. Agents derive utility from consumption of the economy’s sole good, such that
ul = CJ, for j = B, S. The calibration will specialize (1) to log utility for both households, but

the model is readily solved for Epstein-Zin preferences.

Technology Non-financial firms, or firms for short, operate the production technology, which

turns capital and labor into aggregate output:
Y, =Z{ K7L, (2)

where K is capital, L; is labor, and Z is total factor productivity (TFP). Shocks to Z4 are
the first source of aggregate risk in the model. Borrower-entrepreneurs and savers are endowed
with L? and L° units of labor, respectively. Both types of households supply their labor
endowment inelastically to the firms. In addition to the technology for producing consumption
goods, the economy also has access to a technology that turns consumption into capital goods
subject to adjustment costs. Firms are funded by long-term corporate debt that they issue to

intermediaries and savers, and by equity issued to borrower-entrepreneurs.

Financial intermediaries, or banks for short, are profit-maximizing firms that extend loans
to non-financial firms. They fund these loans through deposits that they issue to savers and

equity capital that they raise from borrower-entrepreneurs.

Firms and banks face equity issuance costs, an important financial friction described in detail

below. Both firms and banks face idiosyncratic shocks. This within-type heterogeneity allows us



to capture fractional default. We make assumptions that imply aggregation into a representative
firm and a representative bank, allowing us to focus on incomplete risk-sharing between savers,

borrowers, firms, and banks.

Savers do not directly hold corporate equity to capture the reality of limited participation
in equity markets. However, they invest in risk-free assets (bank and government debt), and
risky corporate debt issued by firms. Unlike banks, savers incur holding costs when they buy
corporate debt. This cost creates a comparative disadvantage for saver ownership of corporate
debt, and provides a role for intermediaries in transforming long-term risky debt into short-term

safe debt.

Figure 1 illustrates the balance sheets of the model’s agents and their interactions. Each
agent’s problem depends on the wealth of others; the entire wealth distribution is a state
variable. Each agent must forecast how that state variable evolves, including the bankruptcy

decisions of borrowers and intermediaries.

Timing The timing of agents’ decisions at the beginning of period ¢ is as follows:

1. Aggregate shocks are realized. Firms choose labor inputs and pay a fixed cost of produc-

tion.

2. Idiosyncratic productivity shocks for firms are realized. Production occurs. Firms with
negative profits (low idiosyncratic productivity shocks) default. Banks and savers assume

ownership of bankrupt firms.

3. Idiosyncratic profit shocks for banks are realized. Individual banks decide whether to
declare bankruptcy. The government liquidates bankrupt intermediaries. If intermediary
assets are insufficient to cover the amount owed to depositors, the government provides

the shortfall (deposit insurance).

4. All agents solve their consumption and portfolio choice problems. Markets clear. House-

holds consume.

We now describe the borrower, firm, intermediary, and saver problems in more detail. The

full set of Bellman equations and first order conditions is relegated to appendix A.



2.2 Borrowers

Borrowers own the equity capital of firms and banks, and receive aggregate dividend payments

D? from producers and D! from banks, defined below in (10) and (16), respectively.

Borrowers jointly operate an investment technology.!® In order to create X, new capital units,
the required input of consumption goods is X; + ¥(X;/K;)K;, with adjustment cost function
U(-) which satisfies U”(-) > 0, U(dx) = 0, and ¥'(0x) = 0, and where K; is the aggregate

capital stock of the economy.

Borrowers inelastically supply their unit of labor L? and earn wage w. Their problem is to
choose consumption C? and investment X; to maximize life-time utility UP in (1), subject to

the budget constraint:
CP4X, + U(X, /KK, < (1 — P wPL? + p X, + D + D! + G}"P + OF. (3)

Borrowers receive after-tax labor income, revenues from the sale of newly produced capital
units to firms (p;X;), dividends from the firms and intermediaries, transfer income from the
government (GtT’B), and transfer income from bankruptcy proceedings (OF). These resources

are used to pay for consumption and investment including adjustment costs.

2.3 Firms
2.3.1 Setup

Individual producers maximize the present value of the stream of dividends paid to their share-

holders, the borrower-entrepreneurs. They produce using the technology
Y = WtZtktl_alfa

where w; is an idiosyncratic productivity shock with mean one. The w;-shocks are uncorrelated
across firms and time. However, the cross-sectional dispersion of the w-shocks varies over time;

specifically, o, follows a first-order Markov process. Productivity dispersion is the second

BEquivalently, we can set up a separate investment-good producing firm sector with borrowers as their
shareholders.

10



exogenous source of aggregate risk in the model. We refer to changes in o, as uncertainty

shocks.

Producers buy and sell capital at price p; in a competitive market and can borrow in the
corporate debt market. Corporate debt is long-term, modeled as perpetuity bonds. Bond
coupon payments decline geometrically, {1,6,52,...}, where ¢ captures the duration of the

bond. We define a “face value” F' = 10%5 as a fixed fraction 6 of all repayments for each bond

issued. Per definition, interest payments are the remainder %. Firms issue these bonds to

banks and savers in a competitive market at price ¢;".

Labor input /; is the composite of borrower and saver labor
o= (17)2 (7).

with yg+7s = 1. Further, producers have limited liability and may default for liquidity reasons.
The decision problem of producers within each period has the following timing:
1. The aggregate productivity shock is realized. Given capital k; and outstanding debt a!,

producers choose labor inputs I/, j € {B,S}. Further, producers pay a fixed cost of

production.

2. Idiosyncratic productivity shocks are realized. Production occurs. Producers that cannot

service their debt from current profits default and shut down.

3. Failed producers are replaced by new producers such that the total mass of producers
remains unchanged. All producers pay a dividend, issue new debt, and buy capital for

next period.

The flow profit at stage 2 before taxes is
= thtktlialta - Z wflf - af — Gk, (4)
J

where ¢ is the fixed cost that is proportional in capital k;. Producers with m; < 0 are in default

and shut down. This implies a default threshold

al’ + sk + 3wl
Zik} el ’

Wy =

11



such that producers with low idiosyncratic shocks w; < w; default.

Denote producer net worth by n”. This is the only individual state variable of producers at
stage 3. Denote aggregate state variables by S;. Each period, producers are expected to pay a
fraction ¢} of their net worth to shareholders as dividend. However, producers can deviate by

raising equity e’ at a convex cost W' (e’ nl’). We can state the recursive problem as

VP(TL;D, St) = max Qb(I)DTLf — ef + Et [M5t+1v+(kt+1, (Ii:_l, St+1)} (6)

P
ey ker1,ap

subject to the budget constraint
(1=t +ef =W (ef ,nf) > pkesr — ql”aflp (7)
and subject to the leverage constraint
®pikiyy > Fap, . (8)

Constraint (8), familiar from Kiyotaki and Moore (1997), limits the total new borrowing of the
firm to a fraction ® of its new capital valued at market prices, p;k; 1. Rather than limiting the
market value of debt, the constraint applies to the book value F'. The constraint is a stand-in

for real-world debt limits in bank loan contracts or bond covenants.

We characterize the decision problem at stage 1 in the intra-period sequence, V' (k;, al’; Sy),
in the appendix. Importantly, this function takes into account the possibility of default for
liquidity reasons.

The total profit of producers’ business, IIZ, is given in appendix A.2.2 and subject to a

corporate profit tax with rate 7. The profit for tax purposes is defined as sales revenue net of
labor expenses, capital depreciation, and interest payments. The fact that interest expenditure

is deducted from taxable profit creates a “tax shield” and hence a preference for debt funding.

12



2.3.2 Aggregation

For producers’ cost of issuing equity, we assume

P
ny

WPl nf) = (el )

In appendix A.2.2, we show that given the functional form in (9), the individual producer
problem has constant returns to scale in net worth n”. Thus, all producers choose the same

amount of capital, labor, debt, and new equity as fraction of their net worth.'4

At the beginning of each period, a fraction of producers defaults before paying dividends
to shareholders and choosing the portfolio for next period. Debt holders take ownership of
these bankrupt firms and liquidate them to recover some of the outstanding debt. Bankrupt
producers are replaced by newly started firms that borrowers endow with initial equity n° per

firm. These new producers then solve problem (6) with n!” = n°.

Denote aggregate net worth of surviving and newly started producers by N/, and the ratio
of new equity over net worth as é’ = e /nl’. This ratio is identical across producers due to

scale invariance. Then the aggregate dividend to borrowers is:
DF = NF (68 = &) = Fualwi)n. (10)

The dividend has two parts: (i) all firms, both surviving and newly started firms, pay a dividend
share ¢f" — el out of their net worth, and (ii) newly started firms, equal in mass to bankrupt

firms F, ;(w;]), receive initial equity n°.

Aggregate output Y;, capital K;, and producer debt AP are functions of aggregate producer

net worth N/ and individual producer decisions.

H]djosyncratic productivity shocks have permanent effects on producer net worth, so that the model features
a non-degenerate firm size distribution in each period. However, the distribution is irrelevant for aggregate
outcomes.

13



2.4 Intermediaries
2.4.1 Setup

Intermediaries (“banks”) are financial firms that buy long-term risky corporate debt issued by
producers and use this debt as collateral to issue short-term debt to savers. They maximize
the present discounted value of net dividend payments to their shareholders, the borrower-

entrepreneurs.

Similar to producing firms, banks are required to pay a fraction ¢} of equity as dividend
each period, but they can deviate from this target by issuing equity e! at a convex cost W (el).
Like firms, banks are subject to idiosyncratic profit shocks €!, realized at the time of dividend

payouts. The shocks are i.i.d. across banks and time with E(¢/) = 0 and c.d.f. F.!°

Banks hold a diversified portfolio of corporate debt. At the beginning of each period, banks
own al bonds and have to repay b! deposits.!® The coupon payment on performing loans in
the current period is thus (1 — F,;(w;))a!. For firms that default and enter into foreclosure,
banks repossess the firms, sell current period’s output, pay current period’s wages, and sell off

the assets, yielding a recovery payoft per bond of

Fou (w:)

M, —
t Af

(1= ¢") (Bus [wlw < wi] Yo+ (1= dx)pe — <) K) — ZW?D (1D

where AP Y;, and K; denote aggregate producer debt, output and capital, respectively, and ¢”

is the fraction of firm assets and output lost to lenders in bankruptcy.

Like firms, intermediaries are subject to corporate profit taxes at rate 7'. Their profit for

tax purposes is the net interest income on their loan business:
I = (1=0) (1 = Fo(w))) af —r{bf,;.

Banks must pay a deposit insurance fee x to the government that is proportional to the amount

3 The idiosyncratic shocks to bank profitability capture unmodeled heterogeneity in bank portfolios, such as
that resulting from differences in credit quality across banks’ loan portfolios or from differences in consumer
lending such as mortgages. Technically, the assumption guarantees that there is always a fraction of banks which
defaults. The shocks only affect the dividend payout, but have no effect on bank net worth going forward.

16More generally, banks choose their position in the economy’s riskfree asset, positive or negative. For any
of the results we report, it is always optimal for banks to hold a negative safe bond position, i.e., to issue safe
assets.
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of short-term bonds (deposits) they issue.

The net worth after tax of a bank at the beginning of ¢ is:
n{ =[(1 = Fou(w)1 = (1—0)r" +b¢") + M| aj —by. (12)

Each intermediary optimally decides on bankruptcy, conditional on n! and the idiosyncratic
profit shock realization €/. Bankrupt intermediaries are liquidated by the government, which
redeems deposits at par value. Immediately thereafter, shareholders (borrowers) replace all
bankrupt intermediaries with new banks that receive initial equity equal to the average equity

of non-defaulting banks.

We can state the recursive problem of an individual bank as:

V](n{,et[,St) = 1max éntl - @t + et + By [Mt thaX{V (nt—i-lv Et+17St+1> 0}} (13)

I T I
@y 1,0; 1 15e

subject to the budget constraint:

(1- Q%)"{ + et \I/I(et) > q" at+1 (q{ + THT{ - ’f)bfﬂv (14)

and the regulatory constraint:

b{+1 <&q" at+1 (15)

Intermediaries discount future payoffs by /\/lft 41, which is the stochastic discount factor of
borrowers, their equity holders. The continuation value takes into account the possibility of

optimal default, in which case shareholders get zero.

The constraint (15) is a Basel-style regulatory bank capital constraint, and requires that
deposits are collateralized by banks’ loan portfolio. The parameter £ determines how much debt
can be issued against each dollar of assets. It is the key macro-prudential policy parameter in
the paper. We have chosen to have market prices on the right-hand side of (15) because levered
financial intermediaries face regulatory constraints that depend on market prices.!” Banks’

leverage choice is affected by the same tax benefit and cost of distress trade-off faced by firms.

Tnsurance companies face such constraints as part of the Solvency II regime, broker-dealers face value-at-risk
constraints, and market prices affect bank regulation through their effect on risk weights. Further, note that
bank loans are marked-to-market each period in the model.
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Banks enjoy deposit insurance and provide safe assets to patient households, which further

increases their desire for leverage.

2.4.2 Aggregation and Government Bailouts

For the equity issuance cost of banks we assume the functional form:

Unlike firms’, banks’ value function is not scale invariant in net worth n!. However, in appendix
A.3.1 we show that under two assumptions, we achieve aggregation to a representative bank
with aggregate net worth N/. First, as can be seen from (13), the bank objective is linear in
the idiosyncratic shock, which does not affect net worth going forward. Second, new banks that
replace failed banks are seeded with the average equity of non-defaulting banks. The linearity
assumption allows us to define a value function V!(N/,S,) = VI(N/,e!,S,) — €l. The bank
default rate is

Fu=F (-V'(N/,8).
implying that banks with low idiosyncratic profit shocks default.
The aggregate net dividend paid by the banking sector is:

Df = ¢oN{ — e + (1= Fep)ey ™ = FouNY, (16)

where ;" = E(e|e > —VI(N/,S,)), is the expected idiosyncratic profit conditional on not
defaulting. The last term represents the cost to shareholders of recapitalizing defaulted banks,

from zero net worth post-bailout to the same positive net worth of the non-defaulted banks.

Defaulting intermediaries are liquidated by the government. During the bankruptcy process,
a fraction ¢/ of the asset value of a bank is lost. Hence the aggregate bailout payment of the

government is:
bailot, = Fug [/ (1= Fu(wi))(1 +dg7") + M)A = N} — ¢/ (17)

The conditional expectation, €, = E.(e|e < —VI(N/,S,)), is the expected idiosyncratic profit

16



of defaulting intermediaries.

2.5 Savers

Savers can invest in one-period risk free bonds (deposits and government debt) that trade
at price qtf as well as corporate loans that trade at price ¢;*. Savers do not have access to
the intermediaries’ superior (costless) monitoring technology. Savers can hold corporate debt
that does not require screening and monitoring, such as highly rated corporate bonds, without
incurring any monitoring cost. A subset of the total supply of corporate debt py < A satisfies
this requirement. If savers want to expand (or shrink)!'® their holdings of corporate debt away

from the amount ¢q, they incur costs:

A5 ?
vy =5 (1) e (18)

Like borrower-entrepreneurs, savers inelastically supply their unit of labor L® and earn wage
w?. Entering with wealth W, the saver’s problem is to choose consumption C? short-term
bonds B, ;, and corporate bonds A7, | to maximize life-time utility U7 in (1), subject to the

budget constraint:
CF + (af + 7PrD) By + g AT + V(AL SWE+ (L= 72wl + G+ OF, (19)
where saver wealth is defined as the portfolio payoff:

W =11 = Fou(w))(1 +0qi") + M A7 + B,

The budget constraint (19) shows that savers use beginning-of-period wealth, after-tax labor
income, transfer income from the government (GtT’S), and transfer income from bankruptcy
proceedings (O7) to be defined below, to pay for consumption and purchases of bonds. Savers
are taxed on deposit income at rate 7. The deposit interest rate is the yield on risk free bonds,

rl=1/¢/ —1.

18For tractability and analytical simplicity, we formulate a symmetric cost function that equally penalizes
upward and downward deviations from the target. However, our calibrated model features a large enough
difference in discount factors 35 — 3p such that absent the cost ¥~ ( A7 ", 1), savers would hold all corporate debt
directly. The cost therefore shrinks saver holdings towards ¢g.
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2.6 Aggregate Bankruptcy Costs

Default of producing firms and intermediaries causes bankruptcy losses. When firms default,
a fraction (¥ of their capital value and output is lost to banks, see equation (11). We assume
that only a fraction n* of this total loss from bankruptcy is a deadweight loss to society while
the remainder is rebated to the households in proportion to their population shares. Similarly,
when banks default, a fraction ¢/ of their asset value is lost to the government, see equation
(17), and only a fraction ! of this resolution cost is a deadweight loss to society. These are the

O; terms in the budget constraints (3) and (19):

OtB + Ots = Cp(l - UP)Fw,t(W:) (Ew7t+1 [W |w < w;-i-l} Y, + ((1 = dr)pr — <) Kt)
+ (1 =) Foy [(1 = Fou(w) (1 + ™) Al + M,] . (20)

These rebates can be interpreted as fire sale losses that represent transfers to buyers of distressed
assets. We avoid the strong assumption that all bankruptcy costs are deadweight losses to

society.

2.7 Government

The actions of the government are determined via fiscal rules: taxation, spending, bailout, and
debt issuance policies. Government tax revenues, T, are labor income tax, non-financial and

financial profit tax, deposit income tax, and deposit insurance fee receipts:

T,= ) wwlL] + "7 + T+ 7Pr] B, + kB
j=B,S

Government expenditures, (G, are the sum of exogenous government spending, G¢, transfer

spending G7, and financial sector bailouts:

G, = G¢ + GIP + GT° + bailout,.

The government issues one-period risk-free debt. Debt repayments and government expendi-
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tures are financed by new debt issuance and tax revenues, resulting in the budget constraint:
B +G,<¢/BE, +T, (21)
We impose a transversality condition on government debt:

lim E, [MtHu t+u} =0

U— 00

where M* is the SDF of the saver. Because of its unique ability to tax, the government can

spread out the cost of financial sector rescue operations over time.

Government policy parameters are O; = (Tt,T ™ GG Tl, &, ) The capital requirement

¢ in equation (15) and the deposit insurance fee x are macro-prudential policy tools.

2.8 Equilibrium

Given a sequence of aggregate productivity shocks {Z#, o,,;}, idiosyncratic productivity shocks
{wt;}iep, and idiosyncratic intermediary profit shocks {e;;}ier, and given a government policy
O, a competitive equilibrium is an allocation {C, X;} for borrower-entrepreneurs, {e/’, K1, AL, |, L]}
for producers, {C7, A7, |, By, } for savers, {ef, A, B/, ,} for intermediaries, and a price vec-
tor {ps, ¢}, q; ,th, w?}, such that given the prices, borrower-entrepreneurs and savers maximize

life-time utility, intermediaries maximize shareholder value, the government satisfies its budget

constraint, and markets clear. The market clearing conditions are:

Risk-free bonds: BS,, = By, + B{., 22)

Loans: A, = Al + A2, 23)
Capital: Ky = (1 —0g) K + Xy 24)
Labor: L] = I’ for j = B, S 25)

Consumption: Y; = CZ + C5 + G? + X, + K,V(X;, K) + Y (e]) + W(el | NJ) + U9 (A7) + DWL,

(26)

The last equation is the economy’s resource constraint. It states that total output (GDP) equals

the sum of aggregate consumption, discretionary government spending, investment including
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capital adjustment costs, bank equity adjustment costs, and aggregate resource losses from

corporate and intermediary bankruptcies. The DW L; term equals:

DWLy= ¢PnPF,(w;) (Bup [wlw <wi] Y+ (1= 0x)pr — <) Kt)

G Fep [(1 = Foa(wp) (14 0g") Af + My] .

2.9 Welfare

In order to compare economies that differ in the policy parameter vector ©, we must take a
stance on how to weigh the two households, borrowers and savers. We compute an ex-ante
measure of welfare based on compensating variation similar to Alvarez and Jermann (2005).
Consider the equilibrium of two different economies £ = 0, 1, characterized by policy vectors
0% and O', and denote expected lifetime utility at time 0 for agent j in economy k by VIi* =

Eo[V{ (-; ©)]. Denote the time-0 price of the consumption stream of agent j in economy k by:

9

(o)
Di.k _ Jik Jsk
PPt =E, [E My Cin
=0

where Mgf 1 is the SDF of agent j in economy k. The percentage welfare gain for agent j from
living in economy ©! relative to economy ©°, in expectation, is:
_ .yt
g2 _
AV 770 1
Since the value functions are expressed in consumption units, we can multiply these welfare

gains with the time-0 prices of consumption streams in the ©° economy and add up:
Weer — AVBPB’O + AVSPS’O.

This measure is the minimum one-time wealth transfer in the ©° economy (the benchmark)
required to make agents at least as well off as in the ©' economy (the alternative). If this
number is positive, a transfer scheme can be implemented to make the alternative economy a
Pareto improvement. If this number is negative, such a scheme cannot be implemented because

it would require a bigger transfer to one agent than the other is willing to give up.
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We solve the model using projection-based numerical methods and provide a detailed descrip-

tion of the globally nonlinear algorithm in appendix B.

3 Calibration

The model is calibrated at annual frequency. A subset of model parameters, listed in Table 1,
have direct counterparts in the data. The remaining parameters are calibrated to match target
moments from the data within the model. While these parameters are chosen simultaneously
to match all targeted moments, Table 2 lists for each parameter the specific moment that is
most affected by this parameter. Appendix C.4 conducts a parameter sensitivity analysis of
the type suggested by Andrews, Gentzkow, and Shapiro (2017) that clarifies which moments

structurally identify which parameters.

Aggregate Productivity Following the macro-economics literature, the TFP process Z/
follows an AR(1) in logs with persistence parameter p4 and innovation volatility o. Because
TFP is persistent, it becomes a state variable. We discretize Z/* into a 5-state Markov chain
using the Rouwenhorst (1995) method. The procedure chooses the productivity grid points
and the transition probabilities between them to match the volatility and persistence of HP-
detrended GDP. GDP is endogenously determined but heavily influenced by TFP. Consistent
with the model, our measurement of GDP excludes net exports and government investment.
We define the GDP deflator correspondingly. Observed real per capita HP-detrended GDP has
a volatility of 2.56% and its persistence is 0.55. The model generates a volatility of 2.55% and

a persistence of 0.55.

Idiosyncratic Productivity We calibrate firm-level productivity risk directly to the micro
evidence. We normalize the mean of idiosyncratic productivity at p, = 1. We let the cross-
sectional standard deviation of idiosyncratic productivity shocks oy, follow a 2-state Markov
chain, with four parameters. Fluctuations in oy, govern aggregate corporate credit risk since
high levels of oy, cause a larger left tail of low-productivity firms to default in equilibrium.
We refer to periods in the high o, state as high uncertainty periods. We set (op ., 0m,) =

(0.1,0.18). The value for o, targets the unconditional mean corporate default rate. The
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model-implied average default rate of 2.2% is similar to the data.'® The high value, oy, is
chosen to match the time-series standard deviation of the cross-sectional interquartile range of
firm productivity, which is 4.9% according to Bloom, Floetotto, Jaimovich, Saporta-Eksten, and
Terry (2018) (their Table 6). The transition probabilities from the low to the high uncertainty
state of 9% and from the high to the low state of 20% are taken directly from Bloom, Floetotto,
Jaimovich, Saporta-Eksten, and Terry (2018).2° The model spends 31% of periods in the high
uncertainty regime. Like in Bloom et al., our uncertainty process is independent of the (first-
moment) aggregate TFP shock. About 10% of periods feature both high uncertainty and low
TFP realizations. We will refer to those periods as financial recessions or financial crises,
since those periods will feature (endogenous) financial fragility in the equilibrium of the model.
Using a long time series for the U.S., Reinhart and Rogoff (2009) find the same 10% frequency

of financial crises.

Production Investment adjustment costs are quadratic. We set the marginal adjustment
cost parameter ¢ = 2 in order to match the observed volatility of (detrended) log investment
of 8.13%. The model generates a value of 9.41%. We set the parameter « in the Cobb-Douglas
production function equal to 0.71, which yields an overall labor income share of 66.20%, the
standard value in the business cycle literature. We choose an annual depreciation of capital dx
of 8.25% to match the investment-to-output ratio of 17.74% observed in the data. The fixed

cost of production is set to ¢ = 0.004 targeting a capital-GDP ratio of 224% in the data.

Population and Labor Income Shares To pin down the population shares of savers and
borrowers (shareholders), we turn to the Survey of Consumer Finance (SCF). For each house-
hold, we define the risky share as the ratio of risky assets to financial assets plus net business

wealth. Risky assets consist of stocks, mutual funds, and net business wealth.?! We then cal-

19 We look at two sources of data: corporate loans and corporate bonds. From the Federal Reserve Board
of Governors, we obtain delinquency and charge-off rates on Commercial and Industrial loans and Commercial
Real Estate loans by U.S. Commercial Banks for the period 1991-2015. The average delinquency rate is 3.1%.
The second source of data is Standard & Poors’ default rates on publicly-rated corporate bonds for 1981-2014.
The average default rate is 1.5%; 0.1% on investment-grade bonds and 4.1% on high-yield bonds. The model is
in between these two values.

20They estimate a two-state Markov chain for the cross-sectional standard deviation of establishment-level
productivity using annual data for 1972-2010 from the Census of Manufactures and Annual Survey of Manufac-
tures. We annualize their quarterly transition probability matrix.

2lFinancial wealth, as measured by the SCF, consists of liquid assets, certificates of deposit, directly held
pooled investment funds, stocks, bonds, quasi-liquid assets, savings bonds, whole life insurance, other managed
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culate the fraction of households whose risky share is less than one percent. This amounts to
71.1% of SCF households. These are the savers in our model who hold no equity claims (£°).
The remaining ¢ =28.9% of households have a nontrivial risky share. The labor income share
of savers in the SCF is 64%. The income share of the borrower-entrepreneurs is the remaining
36%.%? The income shares determine the Cobb-Douglas parameters v and ~vg. Appendix D.5

explores the effect of a lower saver share on the macro-prudential policy experiment.

Corporate Loans and Producer Financial Frictions In the model, a corporate loan is
a geometric bond. The issuer of one unit of the bond at time ¢ promises to pay 1 at time ¢ + 1,
§ at time t + 2, §% at time ¢ + 3, and so on. Given that the present value of all payments
(1/(1 —§)) can be thought of as the sum of a principal (share ) and an interest component
(share 1 — 0), we define the book value of the debt as F' = 6/(1 — §). We set § = 0.937 and
0 = 0.582 (F = 9.238) to match the observed duration of corporate bonds. Appendix C.5

contains the details. The model’s corporate loans have a duration of 6.8 years on average.

We set the maximum LTV ratio parameter & = 0.4. The LTV constraint limits corporate
borrowing as a fraction of the market value of capital. For this value of ®, the model generates
a ratio of borrower book debt-to-assets of 37.33% matching the 37% number for the average
ratio of loans and debt securities of the nonfinancial corporate and non-financial non-corporate

businesses in the Flow of Funds data.

To compute firms’ dividend target as fraction of equity, ¢}, we construct time series for divi-
dends, share repurchases, equity issuances, and book equity aggregating over all publicly traded
non-financial firms. Details are provided in Appendix C.2. Over the period 1974-2018, non-
financial firms paid out 7.8% of their book equity per year as dividends and share repurchases,
which is the value we set for ¢f’. For simplicity, we abstract from equity issuance frictions for
non-financial firms in the baseline version of our model, and thus set the issuance cost param-
eter to o7 = 0. Appendix D.2 explores the effect of equity issuance costs for producers and

appendix D.5 shows that they do not change the macro-prudential policy conclusions.

assets, and other financial assets. Those with zero financial plus net business wealth get assigned a zero risky
share. We use all survey waves from 1995 until 2013 and average across them.

22We use SCF weights when computing aggregate income for each group. If we alternatively define savers to
be those households with fewer than $250 in risky assets in 2016 dollars, we get very similar population and
income shares. SCF data strongly support the notion that stock market wealth is concentrated. Only 5.4% of
SCF households collectively account for 90% of stock ownership.
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Intermediaries The cross-sectional standard deviation o, = Var(e!)%5 of intermediary profit
shocks governs the default rate of banks in the model. We target the average failure rate of

banks, which the model matches at 0.63%.23

The intermediary borrowing constraint parameter £ can be interpreted as a minimum regu-
latory equity capital requirement. We set £ = 0.93 in the baseline calibration, or a 7% equity
capital requirement, conforming with the Basel limits.?* This is the key parameter we vary in

or macro-prudential policy experiments.

We set the deposit insurance fee as a fraction of bank liabilities, captured by the parameter

K, to the observed 8.4 basis points.?

Bennett and Unal (2015) report resolution costs of 33.18% of assets for the average bank taken
over by the FDIC between 1986 and 2004. We set ZI = .332 to match this number.? Granja,
Matvos, and Seru (2017) report a similar resolution cost of 28% for the period 2007-2013 .
Bennett and Unal (2015) also shows that total receivership expenses are 36.2% of the resolution
cost. This is a good measure for the fraction of losses from bank failure that are deadweight

losses to society. Therefore, we set n! = 0.362.

To determine the dividend target ¢} of banks, we construct time series of dividends, share
repurchases, equity issuances, and book equity, aggregating across all publicly-traded banks.
Details are in Appendix C.1. Over the period from 1974 to 2018, banks paid out an average
6.8% of their book equity per year as dividends and share repurchases, which is the value we

set for ¢p.

23We calculate the asset-weighted failure rate of depository institutions in the FDIC data. The sample period
has two episodes of elevated bank defaults, the savings and loan crisis in the early 1990s and the financial crisis
of 2008-09.

24Under Basel II and III, corporate loans on banks’ balance sheets have a 100% risk weight while corporate
bonds have a risk weight that depends on their credit rating. The risk weight on corporate bonds under the
standardized approach of Basel II ranges from 20% for AAA to AA- ratings, 50% for A+ to A- ratings, to
100% for BBB+ to B- ratings. As of 2016 year-end, banks held $7.6 trillion in corporate loans and $5.1 trillion
in corporate bonds. Given the observed 40%-40%-20% split of corporate bonds in the three ratings buckets,
the average risk weight for corporate bonds is 48%, and the overall risk weight is 79%. The resulting capital
requirement is 8%*79%=6.32%.

25To compute this number, we divide the total assessment revenue reported by the FDIC for 2016, $10 billion,
by the total short-term debt of U.S. chartered financial institutions from the Flow of Funds, $11,849 billion.
Banks pay 14.2 cents per $100 dollar of insured deposits but 8.4 cents per $100 of insured and uninsured deposits.
Since the model has only insured deposits, we use the latter number.

— P I
26The resolution cost of failed banks is defined as ¢/ = ¢’ %E {%] . This assumption restates bank resolution
t t

costs relative to firm credit rather than relative to bank-intermediated firm credit. This is a technical assumption
that avoids us having to keep track of A! as an additional state variable.
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We calibrate the marginal equity issuance cost for intermediaries, ¢! = 7, using the same
data. With this parameter, we target the net payout ratio of the financial sector, defined as
dividends plus share repurchases minus equity issuances divided by book equity. A higher
equity issuance cost makes issuing external equity more expensive, and raises the net payout
ratio. Since banks issue equity on average, the net payout rate is 5.75% in the data, lower than
the gross payout ratio of 6.8%. Appendix D.5 explores the effect of equity issuance costs for

banks on the macro-prudential policy experiment.

Saver Holding Costs To discipline savers’ cost for holding corporate bonds, we compute the
fraction of corporate liabilities directly held by households in the Flow of Funds. The household
share of debt is 13.7% for the sample from 1981-2015 that we use for other financial variables.
Details are in appendix C.3. To match this average share in the model, we set the holdings
target of savers to ¢g = 0.0115. The volatility of saver holdings around the target is governed
by the parameter ;. We set this parameter to 0.14 to match the volatility of the saver share,
which is 3.3% in the data.

Preference Parameters Preference parameters affect many equilibrium quantities and prices
simultaneously, and are harder to pin down directly by data. For simplicity, we assume that
both borrowers and savers have log utility: o = vg = 1 and 0g = vg = 1.2” The subjective
time discount factor of borrowers Sp = 0.94 targets the net payout ratio of non-financial firms,
defined as dividend payouts plus share repurchases minus equity issuances. A higher fp leads
to lower net payout ratio, as more patient borrowers want to accumulate more wealth. In the
data, net payouts for non-financial firms were 6.41% of their book equity per year (see Appendix
C.2). The time discount factor of savers disproportionately affects the mean of the short-term

interest rate. We set Sg = 0.982 to match the observed average real rate of interest of 2.2%.

Government Parameters To add quantitative realism to the model, we match both the
unconditional average and cyclical properties of discretionary spending, transfer spending, labor

income tax revenue, and corporate income tax revenue.

Discretionary and transfer spending are modeled as follows: G!/Y; = G exp {bizf} st =0,T,

2"We have solved the model with Epstein-Zin preferences for a range of risk aversion and EIS parameter
choices. Results are qualitatively similar and available upon request.
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where 2! = log(Z{). The parameters G° and GT are set to match average discretionary
spending to GDP of 17.58% and transfer spending to GDP of 3.18%, respectively, in the 1953-
2014 NIPA data.?® The model produces 17.50% and 3.15%. The parameters b, = —2 and
br = —20 are set to match the slope in a regression of log discretionary/transfer spending-to-
GDP on GDP growth and a constant. The slopes are -0.89 and -8.88 in the model versus -0.71
and -7.14 in the data.

Similarly, the labor income tax rate is 7, = 7exp {sz{‘}. We set the tax rate 7 = 29.3% in
order to match observed average income tax revenue to GDP of 17.3%. Appendix C.6 details
how labor income tax revenue is computed in the data. The model generates an average of
19.17%. We set b, = 4.5 to match the regression slope of log income tax revenue-to-GDP on

GDP growth and a constant. The slope is 0.62 in the model and 0.70 in the data.

We set the corporate tax rate that both financial and non-financial corporations pay to a
constant 71 = 20% to match observed corporate tax revenues of 3.41% of GDP. The model
generates an average of 3.56%. The tax shields of debt and depreciation substantially reduce

the effective tax rate corporations pay, both in the model and in the data.

We set the tax rate on financial income for savers (interest on short-term debt) equal to

P =13.2%. Appendix C.7 contains the details of the calculation.

Government debt to GDP averages 73.08% of GDP in a long simulation of the benchmark
model. While it fluctuates meaningfully over prolonged periods of time (standard deviation of

12.41%), the government debt to GDP ratio remains stationary. Appendix C.8 provides details.

4 Results

This section studies the behavior of key macro-economic and balance sheet variables. The
model captures important features of macro-economic quantities, non-financial corporate and
financial balance sheets, and asset prices in normal times and in crises. The model’s fit lends

credibility to the macro-prudential policy experiment in Section 5.

2We divide by exp {b;/20% /(1 — p%)(bi — 1)}, a Jensen correction, to ensure that average spending means
match the targets.
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4.1 Macro Quantities

We present impulse-response graphs to explore the behavior of macro-economic quantities con-
ditional on the state of the economy. We start off the model in year 0 in the average TFP state
and in the low uncertainty state (o, ). The five endogenous state variables are at their ergodic
averages. In period 1, TFP falls by one standard deviation. In one case (red line), the recession
is accompanied by a switch to the high uncertainty state (o, p); a financial recession. In the
second case, the economy remains in the low uncertainty state; a non-financial recession (blue
line). From period 2 onwards, the two exogenous state variables follow their stochastic laws of
motion. For comparison, we also show a series that does not undergo any shock in period 1 but
where the exogenous states stochastically mean revert from the low-uncertainty state in period
0 (black line). For each of the three scenarios, we simulate 10,000 sample paths of 25 years
and average across them. Figure 2 plots the macro-economic quantities. The top left panel is
for the productivity level Z4. By construction, it falls by the same amount in financial and
non-financial recessions; a 2% drop. Productivity then gradually mean reverts over the next

decade.

The other three panels show impulse-responses for output, consumption, and investment. In
the initial period of the shock, the drop in output is the same when the economy is additionally
hit by an uncertainty shock (red line) and when it is not (blue line). This has to be the case
because capital is a state variable, labor is supplied inelastically, and productivity is identical.
Output remains lower for much longer following a financial recession. The added persistence
resembles the slow recovery that typically follows a financial crisis. Financial recessions are
associated with a cumulative output loss of 13.1%, double the 6.2% loss in a typical non-

financial recession.

The bottom right panel shows a 25% drop in investment in financial recessions but only a
modest 7% drop in non-financial recessions. Despite the bounce back in period 2, investment
remains depressed for five years. The cumulative loss in investment is 34.3% in a financial

recession, more than three times the 9.8% loss in a non-financial recession.

The initial drop in aggregate consumption, plotted in the bottom left panel, is only slightly
larger than in a non-financial recession. The low rate of return on savings induces savers

to consume relatively more in a financial crisis. Consumption remains below the non-financial
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recession level for the remaining periods, as the capital stock remains depressed. The cumulative
consumption loss is 15.8% in financial recessions compared to 5.8% in non-financial recessions.
It is these protracted declines in consumption and investment in financial recessions that macro-

prudential policy aims to remedy.

In appendix D.3, we include IRF graphs that compare a financial recession to a pure un-
certainty shock, which is a switch to o, g with TFP remaining constant. The combination
of both shocks leads to significant amplification, i.e., the financial recession triggered by the
combination is much larger than the sum of the effects of each individual shock. This feature
of our model is consistent with the empirical finding that uncertainty shocks alone have only

moderate negative effects on output and investment, see for example Bachmann and Bayer

(2013) and Vavra (2014).

4.2 Balance Sheet Variables

Next, we turn to the key balance sheet variables in Table 3. We report unconditional means
and standard deviations from a long simulation of the model (10,000 years), as well as averages
conditional on being in a good state (high TFP, low uncertainty, i.e. o, 1), non-financial

recession (low TFP, low uncertainty), and financial recession (low TFP, high uncertainty o, z).

Non-financial Corporate Sector The first panel focuses on non-financial firms. It reports
the market value of assets and the market and book value of liabilities scaled by GDP. Book
leverage is defined as book debt over book assets, while market leverage is market value of debt
over market value of assets. As mentioned, the low 37% leverage ratio matches the corporate
leverage ratio observed in the data. Total credit to non-financial firms, provided by the financial

sector and directly by the household sector, amounts to 80.34% of GDP.

Firms default when they become unprofitable. This is more likely when uncertainty o, is
high, as the mass of firms with productivity shocks below the threshold w; increases. The model
generates not only the observed average amount of credit risk, matching the average corporate
default rate of 2.08% and loss rate of 1.07%, but it also generates a substantial increase in credit
risk in financial crises. Default and loss rates are seven times higher in financial recessions than

in expansions and non-financial recessions (rows 7 and 9). The large increase in credit risk is
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an important feature of financial recessions.?

Since firms face a higher cost of debt in financial recessions (row 22), they reduce their reliance
on debt and corporate leverage falls (row 5). The higher cost of debt occurs because the credit
spread is elevated (row 23), and despite a reduction in safe interest rates (row 21). The higher
credit spread reflects both the higher quantity of credit risk (row 9) and a higher price of credit
risk charged by banks. The latter reflects financial fragility, as discussed below. Hence, financial
sector fragility feeds back on the real economy and amplifies the initial shock emanating from
the real sector, a second financial accelerator. Firms do not pursue the investment projects
they would otherwise undertake. Relative to expansions, investment falls by 18% in financial

recessions (row 10).

Financial Intermediaries and Credit Spread The second panel of Table 3 focuses on
the financial sector. Intermediary leverage is 92.63% on average in market values (row 11).
Financial leverage is not targeted in the calibration, yet is close to the data. The average
ratio of total intermediary book debt-to-assets in the 1953-2014 data is 91.5%; see Appendix
C.1 for the data calculations. The large difference between the leverage ratio of financial and
non-financial firms is of crucial importance for understanding how modest-sized credit shocks
can lead to financial crises with large real consequences. It is a feature missed by models that
consolidate the financial and non-financial sector balance sheets. Several model ingredients
contribute to the high financial leverage. Like non-financial firms, financial firms are owned by
impatient shareholders, enjoy a tax shield for debt, and suffer deadweight losses from default.
Unlike non-financial firms, they benefit from government guarantees (deposit insurance) and
they produce safe assets for patient savers, both of which keep down their cost of funding (
2.23%, row 21). Finally, they face equity issuance costs, which makes issuing debt attractive

compared to equity. We explore the role of these various ingredients in Section 4.3.

Banks realize losses on their credit portfolio in financial recessions (row 25), reducing the
book value of their assets. The reduction in the book value of assets is further amplified by
a reduction in the price of corporate debt (high yields, row 22). A lower market value of

bank assets (row 11) in turn tightens the regulatory bank capital constraint. The constraint

29Tn the 1991 recession which accompanied the Savings & Loans crisis, the delinquency rate spiked at 8.2%
and the charge-off rate at 2.2%. For the 2007-09 crisis, the respective numbers are 6.8% and 2.7%. These are
far above the unconditional averages of 3.1% and 0.7% cited in footnote 19.
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binds in 99.90% of the financial crises compared to 63.39% unconditionally and only 32.37% in
expansions (row 13). While banks are also likely to be constrained in non-financial recessions,
the reasons for the tightness of the bank capital constraint are fundamentally different. In
financial recessions, banks suffer large credit losses and are forced to delever and issue equity.
Going forward, banks earn high yields on corporate debt (4.44%) and face low borrowing costs
(1.69 %), making intermediation very profitable. They would like to expand credit, but are
up against their borrowing constraint which prevents raising new debt. They can and do raise
outside equity (net payout ratio of -26.29%, line 16), but are held back by the cost of raising
equity.

In contrast, in non-financial recessions, banking becomes much less profitable due to the
shrinking net interest margin, which averages around zero. These recessions resemble standard
TFP-induced recessions in real business cycle models: as productivity and labor income are
temporarily low, savers reduce their demand for safe assets in order to smooth consumption.
In addition, the supply of government debt goes up due to increased government spending and
lower tax revenue (row 18). The risk free rate has to rise to 4.13% to clear the market for short-
term debt. At the same time, low productivity reduces corporate loan demand. In response
to the drop in profits which depletes equity, banks lower dividend payments. To avoid raising

costly equity, they exhaust their borrowing constraint.

Financial crises are accompanied by a shrinking financial sector, both in terms of assets (row
11) and liabilities (deposits, row 17). Bank assets-to-GDP decline more sharply than overall
corporate debt, as savers hold a higher share of debt in the form of corporate bonds (row 19).
As banks’ shadow cost of funds rises in crises, savers’ holding disadvantage becomes less severe.
Bank book leverage is lower in financial crises (row 13) as the drop in bank debt is larger than
the drop in bank assets, even after taking into account the losses on the legacy debt portfolio.
The pro-cyclicality of book leverage of banks is consistent with the data, as shown by Adrian,

Boyarchenko, and Shin (2015).

The model generates rare financial disasters when a non-trivial fraction of the banking
system is insolvent and needs to be bailed out. Bank failures are concentrated in financial
recessions—hence the name—when 4.41% of banks are insolvent, seven times as many as in
non-financial recessions. Strategic bank default results from the balance of two forces. Bank

shareholders try to avoid low intermediary net worth states because they are risk averse and
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because of the cost of equity issuance. But when net worth is sufficiently low they have an

incentive to shift the risk onto the tax payer due to limited liability.

Figure 3 shows the impulse-response functions for assets and liabilities of both non-financial
firms and banks. Loan loss rates spike in financial recessions (red line, first panel) and take
several more years to return to normal. The high loan losses cause a spike in bank failures
(second panel). A credit crunch ensues as both the asset and liability side of corporate balance
sheet shrinks. The credit spread spikes in the first period of a financial crisis (top right panel).
The increased cost of credit is consistent with a reduced loan demand from firms. The pattern,
whereby the credit spread normalizes fairly quickly after the initial spike but the quantity of
credit takes a long time to recover, is consistent with the data. The behavior of quantities and
prices in financial crises stands in sharp contrast with the much milder changes in non-financial

recessions (blue lines).

The model comes close to matching the credit spread, defined as the spread between the
long-term corporate bond yield and the short-term deposit rate, a moment not targeted in the
calibration. The mean credit spread over the 1953-2015 period is 2.08% per year in the data
and 1.89% in the model (row 23).3° The model’s credit spread is also volatile. The macro-
finance literature has had difficulty generating a high and volatile credit spread given the small
amount of credit risk; e.g., Chen (2010). What is needed to reconcile the two is a high price
of credit risk. In our model, the price of credit risk is high in states with low intermediary
wealth. In such states, the Lagrange multiplier on the regulatory capital constraint usually
binds and increases the intermediary’s (shadow) SDF. Appendix D.4 provides more details.
While this result is consistent with the recent intermediary-based asset pricing literature, our
model features no shocks that directly hit intermediaries. Rather, all aggregate shocks emanate

form the non-financial sector.

Our model produces a negative term spread (row 24), which we compute as the difference
between the yield on a hypothetical safe long-term bond in zero net supply, priced by savers,
and the deposit rate. This riskfree long-term bond has the same duration as corporate bonds,

but no credit risk. A negative term spread is common in models with CRRA preferences where

30We define the credit spread in the data as a weighted average of the Moody’s Aaa and Baa yields and
subtract the one-year constant maturity Treasury rate. To determine the portfolio weights on the Aaa and Baa
grade bonds, we use market values of the respective amounts of bonds outstanding from Barclays. The weights
are 80% and 20%, respectively.
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long-term bonds hedge consumption growth risk. The negative term spread highlights that the
pure credit spread generated by the model is actually larger (at 2.25%) than the simple net

interest spread between loan and deposit rates we report above.

Savers Risk averse savers buy safe assets from banks and the government. They can also
directly invest in the debt of non-financial firms, but have a comparative disadvantage relative
to the intermediation sector. In financial recessions, banks become more constrained and sell
corporate debt to savers. Savers reduce their deposit holdings and buy these bonds at fire-sale
prices, selling them back to banks in the next period (first and third panels in bottom row of
Figure 3).

The low equilibrium real interest rate in financial crises results from a decrease in the demand
for deposit finance from banks (bottom right panel). A substantial reduction in the real interest
rate is consistent with the experience in the Great Recession. The reduction in (deposit) interest
rates benefits banks, helping them to rebuild their net worth and restoring their ability to lend

to the real economy.

Surprisingly, savers’ ability to increase their holdings of corporate bonds in crises does not
dampen the severity of financial recessions for two reasons. First, banks earn a lower equilibrium
credit spread than they would in an economy where savers cannot buy corporate debt. The
increase in the saver share of debt prevents an even larger spike in the credit spread. Second,
the riskfree interest rate is higher than in the alternative economy. Without the option to
reallocate to corporate bonds, the deposit rate would have to fall by more to induce savers to
consume instead. However, as savers can substitute their savings towards bond holdings, the
drop in the riskfree rate is mitigated. Higher deposit rates make it more difficult for banks to

recapitalize. Combined, more banks fail and bank net worth recovers more slowly.

Government debt goes up in both types of recessions, as shown in Figure 3, because of a
reduction in tax revenue and an increase in government discretionary and transfer spending.
Financial crises bring the additional fiscal burden of financial sector bailouts, but low interest
rates help reverse the debt accumulation over the ensuing years. The size of the bailout in

financial crises (5.9% of GDP) is consistent with the experience in the Great recession.
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4.3 Role of Frictions

To better understand the workings of the benchmark model, we solve a sequence of simpler
models. Appendix D.1 provides the details. In the first two simplified models, we switch off
the intermediary sector by setting saver holding costs of corporate debt to zero. In these two

models, intermediaries have zero assets and liabilities.

The simplest model, which we refer to as Model (1) also turns off corporate default. In this
model, we eliminate the need for corporations to service their debt before they can raise new
equity or debt, and thereby default; we further set the fixed cost of operation ¢ = 0. This
economy is close to the model in the seminal paper of Kiyotaki and Moore (1997) (KM) with
a representative borrower who owns the firms, representative firms who borrow subject to an
occasionally-binding collateral constraint, and a representative saver who invests in corporate
debt. Innovations relative to KM are the long-term nature of corporate debt, the introduction
of fiscal policy and government debt held by the saver, and the nonlinear solution method. This
model is a useful benchmark to help understand and quantify the role of various frictions. The
first friction we add is corporate default (Model (2); ¢ > 0). This change activates the role of

the uncertainty shocks.

Figure 4 compares financial recessions in these two simplified models to the benchmark model.
In Model (1), there is no distinction between non-financial and financial recessions, as idiosyn-
cratic productivity shocks wash out in aggregate and a change in their dispersion has no effects.
Thus, the drop in investment (top right) is the model’s impulse response to a negative TFP
shock, with corporate defaults (top left) and associated deadweight losses (bottom right) re-
maining zero by construction. This model features a standard financial accelerator mechanism
(Bernanke, Gertler, and Gilchrist (1999b)), whereby TFP shocks get amplified through the
collateral constraint and result in larger fluctuations in real quantities. However, amplification
in this model is small, consistent with the prior literature (see for example Cordoba and Ripoll

(2004)).

In Model (2), the rise in idiosyncratic productivity dispersion causes a corporate default wave
(blue line in top left panel). In combination with a negative TFP shock, this model generates
more severe recessions in which credit spreads spike, credit provision shrinks persistently, and

investment falls by -19.90% in the first period of a financial recession, compared to a -8.30%
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in Model (1). In other words, there is substantial amplification relative to the KM economy of

Model (1).

The red line adds intermediation frictions to arrive at the benchmark model, separating the
balance sheets of non-financial and financial firms. It does so by introducing the cost for savers
of holding corporate debt directly. Furthermore, banks have limited liability coupled with
deposit insurance, and face equity issuance costs. Relative to Model (2), our benchmark model
features a “double” financial accelerator since intermediation frictions further amplify corporate
credit frictions, causing a -25.26% drop in investment and a spike in deadweight losses caused

by bank failures.

Table D.1 in Appendix D.1 reports various other moments. It also includes two additional
models that have an intermediation sector, but fewer intermediation frictions than the bench-
mark. Banks in Model (3) of Table D.1 have unlimited liability and can raise outside equity
at no cost. Relative to Model (2), this model has a much higher credit spread, which reflects
the shadow cost of intermediary capital. The main effect of introducing intermediaries as in
Model (3) is to make debt finance for firms more expensive, since it is costly for savers to hold
corporate debt directly, and banks need to be compensated for bearing credit risk — they earn
an excess return of 0.69% on corporate debt. Simply “adding intermediaries” does not amplify
financial crises. When intermediaries fully bear the risk they take on and can costlessly raise
equity in crises, their presence actually makes crises less severe since, by making debt finance

less attractive for non-financial firms, they reduce overall credit risk in the economy.

Relative to Model (3), Model (4) in Table D.1 introduces limited liability and deposit insur-
ance for banks. Unlike banks in the benchmark model, however, banks in Model (4) can still
issue equity without costs. Comparing Models (3) and (4) highlights that the key intermedia-
tion friction that amplifies financial crises is the combination of deposit insurance and limited
liability for banks, which creates incentives to strategically default in bad times. The increased
risk-taking of banks makes financial recessions more severe: investment falls by -22.06% in
the first period of a financial recession in Model (4), compared to the -18.78% drop in Model
(3). This risk shifting motive for banks creates franchise value. We define the franchise value
of intermediation as the market value of banks to shareholders per dollar of equity capital
VI/NT —1. Absent default and equity issuance costs, franchise value is small (7.92% in Model

(3)), reflecting the excess returns earned by banks. Deposit insurance boost franchise value to
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16.60%.

Column (5) of Table D.1 adds equity issuance costs for banks to Model (4), thereby recovering
our benchmark model. Equity issuance costs lead banks to hold more equity and lower leverage.
The higher equity buffer reduces the extent to which regulatory capital constraints bind and
sharply reduces bank failures. The corporate credit spread rises, lowering firm leverage and
debt issuance. Yet financial recessions are more severe, with investment falling by -25.26%.
Despite being less levered, banks now face costly equity issuance in crises, causing a sharper

initial drop and a slower recovery.

5 Macro-prudential Policy

We use our calibrated model to investigate the effects of macro-prudential policy choices. Our
main experiment is a variation in the intermediaries’ leverage constraint. In the benchmark
model, intermediaries must hold 7% equity capital. We explore tighter constraints (§ < .93),
as well as looser constraints (£ > .93). We also study a time-varying capital requirement
conditional on the uncertainty state. Tables 4 and 5 show the results. Table 5 reports moments

in percentage deviation from the benchmark.

5.1 Changing maximum intermediary leverage

Effect on lending and intermediation Rows 12 and 13 of Table 4 show that a policy that
constrains bank leverage is indeed successful at bringing down that leverage. Banks reduce
the size of their assets (row 11) and liabilities (row 18). Savers take up an increasing share
of corporate debt (row 20) but overall credit to non-financial firms falls (rows 2 and 3). In-
termediary equity capital increases sharply as ¢ is lowered (row 16). With better capitalized
banks, financial fragility falls. Intermediary bankruptcies drop rapidly from 0.6% to 0.1% at
¢ = .91, and are eradicated at tighter capital requirements (row 15). At least initially, banks’
leverage constraints bind less frequently with tighter prudential regulation (row 14). Interme-
diaries become more cautious when they are better capitalized since equity capital adjustments
become effectively more costly (as explained below) and the option to default is farther out-of-

the-money. But as capital requirements tighten further and bank equity becomes scarcer, the
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constraint starts to bind more frequently again. Tighter regulation leads to a safer intermediary

sector, but also to a smaller one.

The increased safety of the financial sector as ¢ falls is also reflected in lower corporate
default, loss-given-default, and loss rates on loans to non-financial firms (rows 7-9). Firms
choose to reduce leverage (rows 4-5) despite the more stable financing environment because of
the higher interest rates they face on corporate debt (row 22). When intermediary capacity
shrinks (with lower ¢), the reward for providing intermediation services increases. The modest
26bps increase in the credit spread between the benchmark and & = 0.75 is the result of large
offsetting movements in the expected loss rate, which more than halves (row 9), and in the

excess return intermediaries earn on their asset holdings, which doubles (row 25).

How does tighter macro-prudential regulation affect intermediary profitability? We compute
a series of metrics reported in rows 17a-d. Intermediary franchise value declines from 17.9% in
the benchmark to 7.5% at £ = .75. The decline in franchise value can be understood from the

decline in bank profitability (row 17b), as measured by the accounting ROE:
AROE = Excess ret. on loans (row 25) x value of loans (row 11) / N' (row 16).

Tighter regulation requires more bank equity to operate a smaller banking sector. This shrink-
age effect dominates the rise in profitability per dollar of loans issued, reflected in the greater
excess return, causing a decline in accounting ROE from 24.9% in the benchmark to 8.1% at
¢ = 75. As Admati, DeMarzo, Hellwig, and Pfleiderer (2013) point out, such a calculation may
not tell the whole story. The required return on equity will decline as banks are forced to hold
more capital because shareholders are exposed to less risk. This force is present in our model.
The cum-dividend market value of intermediary equity to borrower-entrepreneurs is given by
VI as defined in (13). Using this market price, we compute the equilibrium expected market

return on equity for bank shareholders as:

B [max {VL, = el.1,0}]

MROEt - ‘/;I — d{

Indeed, we find that the market return on equity declines as regulation tightens and banks
become less risky (row 17c). As an aside, the baseline model generates a sizable equity risk

premium for banks of 4.6% (6.82%-2.23%) per annum. Finally, we report the weighted average
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cost of capital (WACC) for banks in row 17d. It combines the market cost of equity from row
17¢ with the effective cost of debt for banks, 7" = (g, + 7'r{ — £)~!' — 1. The cost of debt is
below the safe rate because of the tax deductability of interest expenses.?! Total bank value is
Vbark — VI 4 g, x Deposits,. Hence, bank WACC is:

‘/tl

WACCt = WMROEt +
t

q¢ % Deposits;, ;.
bank t
Vi

The cost of debt does not change much as regulation tightens, while the cost of equity falls.
However, the main effect is the change in the composition of funding, which shifts from deposits
to equity as equity capital requirements tighten. As a result, the WACC (in real terms) rises
by 36% from 2.23% to 3.03% at £ = 75%. The reduced franchise value is a direct result of this
sharp rise in WACC. As intermediaries are forced to fund each dollar of loans with a greater
proportion of equity, the value created for bank shareholders per dollar of capital invested
declines. Banks charge higher spreads in the loan market, but can only partially pass through
their higher total funding cost to borrowers in general equilibrium. The findings are consistent

with bankers’” argument that tighter regulation destroys shareholder value.

Effect on production and macroeconomic volatility A first major adverse effect of
tighter macro-prudential policy is that the economy’s output (row 30 of Table 5) and the
capital stock shrink meaningfully (row 31) relative to the benchmark model. The reduction
in output arises because firms are smaller and borrow less from a smaller intermediary sector.
Even though GDP shrinks, aggregate consumption increases slightly (row 32) thanks to lower

deadweight losses from firm and bank failures (row 29).

A second adverse effect of tighter capital regulation is that it reduces the risk absorption
capacity of the intermediary sector. Intermediaries help funnel resources from borrowers to
savers, thereby improving risk sharing. The reduced risk-sharing capacity of the intermediaries
is reflected in a more volatile ratio of marginal utility of borrowers and savers, a marker of

increased market incompleteness (row 39).

Tighter regulation reduces macroeconomic volatility. The effect of making financial recessions
less severe outweighs the intermediary’s willingness to absorb aggregate risk. Volatility of

consumption growth bottoms out around & = .85. For capital requirements higher than 15%,

31In the data, the cost of deposits for banks is typically also below the short-term T-bill rate.
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volatility starts to rise again as the risk absorption effect becomes more important. The economy
with £ = .95 experiences more severe financial recessions as the indicated by the higher default
rates of firms and banks. The increased fragility raises macro-economic volatility substantially.
The subtle pattern in macro-economic volatility underscores the need for a rich structural

model.

Figure 5 summarizes the effects of macro-prudential policy on financial fragility (left panel),
the size of the economy (middle panel), and macro-economic volatility (right panel). Tightening
the capital requirement has two key effects: (1) it shrinks the economy and lowers leverage of
firms and banks, reducing macroeconomic volatility and bankruptcy-related losses; and (2), it

reduces banks’ willingness to absorb aggregate risk, increasing macroeconomic volatility.

Welfare Tighter macro-prudential policy reduces aggregate welfare in the model (row 26).
Such policy redistributes wealth from savers, whose value function falls (row 28), to borrowers,
whose value function rises (row 27). It reduces the equilibrium supply of safe assets, hurting
the savers whose wealth is mostly made up of—mow scarcer—safe assets. As debt finance
becomes more expensive, firms rely more on equity finance, and a larger share of firm earnings
accrues to its shareholders, the borrowers. Maybe surprisingly at first, forcing banks to hold
more equity ends up benefiting their shareholders. Borrowers enjoy higher and less volatile
consumption (rows 33 and 37). Savers also enjoy less volatile consumption (row 38), but have
lower average consumption (row 34). The right panel of Figure 6 highlights the redistributive

nature of macro-prudential policy.

Because savers are more patient than borrowers, they require higher compensation for the
same permanent reduction in consumption. It is not possible to implement a Pareto-improving
transfer from the borrowers to the savers that leaves everyone better off. Even a modest
tightening of bank equity requirements from 7% to 9% would result in a welfare loss of 3% of
GDP. Much larger bank capital requirements of 25%, as advocated by some, would require a
massive lump-sum of 37% of GDP ($6 trillion) to make both borrowers and savers equally well

off as in the status quo.

Looser capital requirements have the opposite distributional effect and increase saver wealth
at the expense of borrowers. Because the gains now accrue to the agent with the highest

marginal value of a dollar, there is scope for Pareto improving redistribution. At the same
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time, looser capital requirements beget more financial fragility and macro-economic volatility.
The higher DWL from firm and bank defaults destroy aggregate consumption. Trading off these
two forces, the welfare-maximizing capital requirement is 6% (£ = .94). For looser requirements
(5% equity or less), DWLs eventually become so large that consumption of both agents becomes

lower than in the benchmark. The increased financial fragility makes both agents worse off.

In sum, capital requirements around 6% maximize welfare. That number is close to the pre-
crisis level and half as large as the 12% capital held by large banks in 2019.>2 We emphasize
the redistributive nature of macro-prudential policy. Tighter capital requirements increase
consumption and wealth inequality. Policymakers have signaled concern about redistributive
implications of monetary policies adopted after the Great Financial Crisis. We show that

macro-prudential policy has similar implications.

5.2 Counter-cyclical Capital Requirements

The last column of Tables 4 and 5 shows an experiment with counter-cyclical capital require-
ments. When uncertainty oy, is low, banks’ constraint is tightened (£ = .91) compared to the
benchmark, whereas it is loosened (£ = .95) when uncertainty is high. Figure 7 compares fi-
nancial recessions in the world with counter-cyclical capital requirements to financial recessions
in the benchmark economy. The former features shallower recessions in terms of consumption

and investment.

The counter-cyclical capital requirement causes a moderate expansion in corporate leverage,
leading to slightly higher loan losses and bank defaults, and hence an uptick in DWLs (+1.17%).
The modest increase in financial fragility is offset by a greater capital stock and higher GDP,
such that aggregate consumption increases slightly. Even though credit risk increases, the credit
spread shrinks due to a smaller credit risk premium. Since intermediaries are less constrained
in financial crises now, they require less compensation for carrying aggregate risk. Risk sharing
among borrowers and savers improves since the intermediary sector shrinks less in crises, as
indicated by the lower volatility of the MU ratio (-11.97%). Macroeconomic volatility decreases

meaningfully. A larger financial sector redistributes wealth from borrowers to savers compared

32The Dodd-Frank Act Stress Test 2019 results released in June 2019 reveal that the 18 banks subject to
the supervisory stress tests in 2019 had an aggregate common equity tier 1 capital ratio of 12.3% in the fourth
quarter of 2018.
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to the benchmark: saver consumption and welfare increase, borrower consumption and welfare
decrease. Since the experiment makes the more patient savers significantly better off, it allows
for Pareto improving wealth transfers. The compensating variation wealth residual is 5.1% of

GDP.

5.3 Transitions

The previous experiments compared the ergodic distributions of economies with different capital
requirements. How does an unanticipated policy change to a tighter or looser capital require-
ment affect output, consumption, and the welfare of borrowers and savers in the short term?
Figure 8 plots the evolution of these variables after a policy change from the benchmark to
either a higher (¢ = .85) or a lower (¢ = .95) capital requirement. In the long run, output,
consumption, and agent welfare converge to their ergodic means. In the short run, consump-
tion “overshoots” in both cases. Tightening the capital requirement leads a contraction in
GDP as investment drops. But the policy also causes a consumption boom in the short run
as the economy transitions to a permanently lower capital stock. First-period value functions,
which capture both short-run and long-run effects, show that the temporary consumption boom

reduces the welfare loss to the saver but also the welfare gain to the borrower.

5.4 Sensitivity of Macro-prudential Policy Experiments

Appendix D.5 finds that the conclusions of our main macro-prudential policy experiment are
robust to changes in key model parameters. Neither the presence of the bankruptcy option, nor
the equity adjustment costs for either intermediaries or producers, nor the tax shield for banks
are crucial for the qualitative macro-pru implications of the model. In every case, borrowers
gain from tighter policy and savers loose. The trade-off between less financial fragility and a

smaller economy is present in every model variant.

5.5 Mortgage Crisis

In addition to corporate credit risk, emphasized by our paper, Jorda, Schularick, and Taylor

(2017) show that mortgage credit risk is an equally important source of financial fragility post
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WW-II. Appendix D.6 performs an experiment whereby all banks face an unanticipated one-
time negative shock to bank profits , standing in for a mortgage crisis. The shock is sized to
lead to the same loss in bank net worth as in a typical financial recession. By comparing how
the benchmark economy responds compared to an economy without intermediary sector, we
show how losses to the intermediary sector resulting from losses on the mortgage book spill

over to the corporate sector.

6 Conclusion

We provide the first calibrated macro-economic model which features intermediaries who extend
long-term defaultable loans to firms producing output and raise deposits from risk averse savers,
and in which both banks and firms can default. The model incorporates a rich set of fiscal policy

rules, including deposit insurance, and endogenizes the risk-free interest rate.

Like in the standard accelerator model, shocks to the economy affect firm net worth. Since
firm borrowing is constrained by net worth, macroeconomic shocks are amplified by tighter
borrowing constraints. For realistic firm leverage ratios, and absent corporate default, this
traditional accelerator is not very powerful. Introducing corporate default provides substantial
amplification. Introducing financial intermediaries who face regulatory capital constraints and
financial frictions activates a second financial accelerator. Macroeconomic shocks that lead to
binding intermediary borrowing constraints amplify the shocks through their direct effect on

intermediaries’ net worth and the indirect effect on borrowers to whom the intermediaries lend.

Policies that enforce lower bank leverage reduce financial fragility and macro-economic volatil-
ity, but also shrink the size of the intermediation sector and its risk absorption capacity. Output
and the capital stock shrink. Looser restrictions trigger financial fragility. A 6% capital re-
quirement, close to the pre-crisis level, maximizes welfare. Counter-cyclical capital requirements
centered around the pre-crisis level generate a Pareto improvement. Tighter macro-prudential
policy, as has been enacted over the last decade, increases wealth inequality. The incidence of
policies designed to limit the riskiness of the financial sector may fall on other sectors of the

economy.

There are several fruitful directions for future research: endogenizing the decision to become

an equity owner, studying monetary policy in a model with endogenous labor supply and New-
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Keynesian ingredients, modeling heterogeneity within the financial sector—splitting institutions
into levered and unlevered ones—, adding mortgage borrowers to study spillovers from stress
in mortgage markets to the corporate sector, incorporating differences in financing behavior
of small and large firms, and allowing from misaligned incentives between bank managers and

shareholders.
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Figure 2: Financial vs. Non-financial Recessions: Macro Quantities

TFP

Consumption Investment

The graphs show the average path of the economy through a recession episode which starts at time 1. In period
0, the economy is in the average TFP state. The recession is either accompanied by high uncertainty (high
0.), a financial recession plotted in red, or low uncertainty (low o,,), a non-financial recession plotted in blue.
From period 2 onwards, the economy evolves according to its regular probability laws. The black line plots the
dynamics of the economy absent any shock in period 1. We obtain the three lines via a Monte Carlo simulation
of 10,000 paths of 25 periods, and averaging across these paths. Blue line: non-financial recession, Red line:
financial recession, Black line: no shocks.
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Figure 3: Financial vs. Non-financial Recessions: Balance Sheet Variables
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Blue line: non-financial recession, Red line: financial recession, Black line: no shocks.
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Figure 4: The Role of Frictions in Generating Financial Crises
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Red line: responses of various outcome variables to a financial recession in the benchmark economy; blue
line: responses of same outcome variables to a financial recession in Model (2); black line: responses of same
outcome variables in Model (1). The underlying shock sequences are identical across experiments.

Figure 5: Effect of tighter capital requirement on size, fragility, and volatility of the economy
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The left panel plots the loss rate on the loans held by banks and the failure rate of banks. The middle panel plots
output and the ratio of deposits to output. The right panel plots aggregate consumption growth volatility and
investment growth volatility. All variables are plotted as a function of the macro-prudential policy parameter
&. Each dot represents a different economy where all parameters are the same as in te benchmark, except for &.
The benchmark economy has & = .93 and is indicated by the large dot.
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Figure 6: Welfare Across Macro-Prudential Policy Experiments
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The left panel plots the ex-post population-weighted aggregate welfare function WPP in green and the ex-ante
consumption equivalent variation welfare function W in red as a function of the macro-prudential policy
parameter £. The right panel plots the value function of Borrower (black) and Saver (orange) as a function of
the macro-prudential policy parameter £. Each dot represents a different economy where all parameters are the
same as in te benchmark, except for £&. The benchmark economy has £ = .94.
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Figure 7: Financial Recessions with Counter-cyclical Capital Requirements

Corp. default rate Investment
0.06 o®
0.05 -5
0.04 -10 f
0.03 -15
0.02 -20
0.01 -25
o -30
o 5 10 15 20 25 o 5 10 15 20 25
Bank Bankruptcies DWL/GDP
o0.12 1 0.035
0.1 0.03
0.025
0.08
0.02
0.06
0.015
0.04
0.01
0.02 0.005

Blue line: responses to financial recession in economy with counter-cyclical capital requirements; Black line:
responses to financial recession in benchmark economy. The underlying shocks in the two cases are identical.
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Figure 8: Transition Dynamics After Change in Capital Requirement
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Table 1: Pre-Set Parameters

Par ‘ Description ‘ Value ‘ Source

Exogenous Shocks

{PZL:Piig)} | tramsition prob 0.91, 0.8 | Bloom et al. (2012)

Population and Labor Income Shares

A pop. shares € {S, B} 71.1,28.9% | Population shares SCF 95-13
vt inc. shares € {S, B} 64,36% | Labor inc. shares SCF 95-13
Corporate Loans and Intermediation
1) average life loan pool 0.937 | Duration fcn. in App. C.5
0 principal fraction 0.582 | Duration fcn. in App. C.5
n?t % bankr. loss is DWL (producers) 0.2 | Bris, Welch, and Zhu (2006)
n! % bankr. loss is DWL (banks) 36.2 | Bennett and Unal (2015)
¢t % Resolution cost failed banks 33.2 | Bennett and Unal (2015)
4 target bank dividend 0.068 | Avg bank div
& target firm dividend 0.078 | Avg nonfin firm div
P firm equity iss. cost 0 | Baseline
Preferences
B =0 risk aversion B S 1 | Log utility
vB=v IESB S 1 | Log utility
Government
P interest rate income tax rate 13.2% | tax code; see text
K deposit insurance fee 0.00084 | Deposit insurance revenues/bank assets
13 max. intermediary leverage 0.93 | Basel II reg. capital charge for CI loans bonds
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Table 3: Balance Sheet Variables and Prices

Unconditional Expansions Non-fin Rec. Fin Rec.
mean  stdev mean mean mean
Firms
1. Mkt val of capital / Y (in %) 215.15 3.97 216.88 217.85 210.86
2. Mkt val of corp debt / Y (in %)  82.85 3.96 84.60 82.98 78.88
3. Book val corp debt / Y (in %) 80.34 3.37 80.92 81.60 78.96
4. Market corp leverage (in %) 38.50 1.52 39.01 38.08 37.40
5. Book corp leverage (in %) 37.33 1.28 37.70 37.08 36.52
6. % leverage constr binds (in %) 1.63 12.66 0.00 0.59 4.79
7. Default rate (in %) 2.08 2.00 0.74 0.76 5.08
8. Loss-given-default rate (in %) 51.78 1.87 52.67 51.23 49.99
9. Loss Rate (in %) 1.07 1.02 0.39 0.39 2.54
10. Investment / Y (in %) 17.74 1.24 18.73 17.15 15.39
Banks
11. Mkt val assets / Y (in %) 71.31 4.42 73.32 70.47 66.19
12. Mkt fin leverage (in %) 92.63 0.63 92.30 92.83 92.99
13. Book fin leverage (in %) 97.62 1.88 98.87 98.28 94.44
14. % leverage constr binds 63.39 48.18 32.37 84.69 99.90
15. Bankruptcies (in %) 0.63 4.58 0.04 0.51 4.41
16. Net payout rate (in %) 5.98 24.57 17.02 2.95 -26.29
Savers
17. Deposits / Y (in %) 6752 4.37 69.34 68.11 62.59
18. Government Debt /Y (in %) 73.08 12.41 69.88 82.79 80.19
19. Corp Debt Share S 13.93 3.42 13.35 15.07 16.16
Prices
20. Tobin’s q 1.00 0.01 1.01 0.99 0.98
21. Risk-free rate (in %) 2.23 1.59 2.45 4.13 1.69
22. Corporate bond rate (in %) 4.12 0.19 3.97 4.26 4.44
23. Credit spread (in %) 1.89 1.56 1.52 0.13 2.75
24. Term spread (in %) -0.36 1.37 -0.57 -1.97 0.15
25. Excess ret corp. bonds (in %) 0.84 2.06 1.80 -0.30 -1.20
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A  Model Appendix

A.1 Borrower-entrepreneur
A.1.1 Optimization Problem

Let & = (ZtA, Ouwtr Kt, AP N, WtS, BtG) be the vector aggregate state variables.

Then the representative borrower problem solves the Bellman equation:

1-1/v ) T-1/v
IS = {“ = B9 () 4 B [V Se) ] }

subject to the budget constraint:

cP =DF + Dl + (1 = PYwPLP + GP + piX, — X, — U(X,, Ky). (27)

Let the capital adjustment cost function be given by:

v (X ?
U Xy, Ky)==—-9 K.
( ts t) 2 Kt K t
Its partial derivative w.r.t. investment is:
X
Ux (X, Ki) =9 (Kt - 5K> : (28)
¢

Denote the value function as V,” = V5(S;). Denote the certainty equivalent of future utility as:
1 1
—0 1-0o
CEP =E |(VE) T

A.1.2 First-order Conditions

Investment The FOC for investment X; is:

_ B\1-1/v(y/B\1/v
1+ Ux (X, Ky) _pt](l BB)(UtCEB Vi)™ _ 0,
t

which simplifies to

14+ Ux (X, Kt) = ps. (29)

A.1.3 SDF

We can define the stochastic discount factor (SDF) from ¢ to ¢t + 1 of borrowers:
—1/VB 1/VB_UB
CB VB
MP =8 | =5 L . (30)
’ C; CE;
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A.2 Producer

A.2.1 Technology

The exogenous law of motion for the TFP level Z/ is (lower case letters denote logs):
log Z{ = (1 — pa)z? + palog Z2 | + € e ~iid N(0,0%)

Ay _(eM?

2
Denote pzq =e  207ra),

Idiosyncratic productivity of borrower-entrepreneur ¢ at date ¢ is denoted by
wi¢ ~ t.0.d. Gamma(yot, V1,t)s

where the parameters o and -1 ; are chosen such that

A.2.2 Individual Firm Problem

To simplify notation, we suppress subscripts ¢ for individual producers. We can state the recursive
producer problem as:

P P P _ P B P
V(ng, &)=  max ¢yn; —e +E [Mt,t+lv+(kt+17at+17St—i—l)}
ef ker1.afy

subject to the budget constraint:
(1= do)ni +ef =W'(ef',nf) > pekii1 — aafyy,
and subject to the leverage constraint:

Opikii1 > Fagyr.

The decision problem at stage 1 in the intra-period sequence of events is characterized by the
continuation value function V* (kP al’;S;). To state the problem that gives rise to this function,
recall the definition of the flow profit of producers:

T = WtZtktl_alta - ngl{ - af — Sk, (31)
J

which depends on idiosyncratic productivity wy. Producers with m; < 0 are in default and shut down.
This implies a default threshold: o
af + ke + 325wl

Al ’

such that producers with low idiosyncratic productivity wy < w; default.

wt:
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We can now state the stage-1 value function:

VT (ke,af | Sp) = max (1 — Fuu(w]) Euy [VE (0, Sp) |wr > wy] (32)

Iy
subject to the transition law for net worth:
i = (1 —mm+ (1= (1= 70k )peke — 0g"ay (33)

where 71! is the corporate profit tax rate.

Scale Invariance We assume the functional form for the equity issuance cost:

(e nf) = L Py,
n; 2

Given this cost function, the producer problem is homogeneous of degree one in net worth ntp . We
can thus define the scaled variables éf = ef /nf, al,, = al 1 /nl, kiy1 = kepr/nd, Uy = U /nl,
and the value function v(S;) such that:

VP (n{,8) = n{v"(S).
Using this value function, denote the solution to the stage-1 producer problem in (32) as

U(ke,af, Sp) = argmax v7 (Sy) (1 — Fup(w))) Ewy [fif |we > wf],
i
where 7l = nf’/n’ | is the growth rate of individual producer net worth.

Composite labor input is:

ke, al, Sp) = 1B (ky, aPr, Sp)VB1% (ky, al’, Sp)7s.

Substituting (31) into (33) and substituting in optimal labor demands I/ (k;, al’, S;), we can write the
growth rate of net worth, 7l = nf’/nl” |, for some realization of the idiosyncratic shock w’ and given
capital and debt (k;,al’) as:

(W, ke dif ,Sp) = (1— 7w/ Z KUk 6l S)™ — (L= 7)Y w]l (b, af, S)
J
+ (1= Q=5 — (1= 7M)6) ke — (1 = 7" + 6g™) &) . (34)
Thus, the growth rate next period, conditional on not defaulting is

1. ~P * _ + T ~P
Ew,t—i—l [H(wt—l-l’ kt-i-l? at+17 St+1) ’ W41 > wt+1:| — H(wt+17 kt+17 at+17 St+1)7

where
wiiy =B [w|w > wfy] .
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Using the definition of TI(w', k;, @, S;) in (34), we can write the scaled stage-3 problem as:

vP(S) = max o — & +Ey (M 1v"(Sei1) (1= Fupp(wii) H(W:H,iﬂt—kladﬁ-hst-&-l)} 7
ékaﬂrlvdﬁrl
(35)
subject to the budget constraint

o1

1—of +¢&f — 5 (&9)? = pikir — qf‘&ﬁrl, (36)

and the leverage constraint

Opikii1 > Fapy,. (37)

A.2.3 First-order Conditions

Definitions We define the marginal product of labor input j as:
(k)
MPL] = ay; Z{ = <t> ,
J
0\l
and the aggregate marginal product of capital as:

MPK; = (1 — a)Z (?) .
t

Labor Demand The FOC for labor inputs in the stage-1 problem given by (32) is:

. 4 . . . - ow;
(1—=7" (1 = Fou(wp)) (WﬁlMPLg - wi) = Julw))II (wt ke, af,&,) OT;’
t

where the partial derivative of the optimal default threshold with respect to labor input j is:
* 1 . .
i _ 1 (wf — MPLiw;).
ol Z8 ke,

Note that II (w,’f, I;:t, df , St> on the right-hand side is the net worth growth rate at the realization of w;
equal to the default threshold. Condition (38) implicitly defines labor demand functions I/ (k¢, al”, Sy).

Marginal Value of Net Worth and Equity Issuance Now we turn to the stage-3 problem.
We denote the Lagrange multiplier on the budget constraint by v/, and the Lagrange multiplier on
the leverage constraint by A\l’. The marginal value of net worth is:

0P (8) = oh + (1— g ).

The FOC for equity issuance is:
P PP
vi (1—dr1¢ ) =1
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Combining, we get:
P(S ) (Z)P + 11— ¢0P
v t) = T p.p-
¢ 1-glel

Debt The FOC for new debt is:

VtPCIZn = F/\f + Ey {MEtHUP(StH) (1 - Fw,t+1(Wf+1)) (1 —ry 56]211) + fw,t+1(wf+1)ﬂ (W:+1)

The derivative of the default threshold with respect to debt is:

*
Owiyy 1

~P - A Ll—aja
Oty ZE k11

Capital The FOC for capital is:
v pr =PpA; + Ex {./\/lftHvP(StH)x

(1 - Fw,t+1(wzk+1)) ((1 - TH)MPKHW;ZA + (1 - SK)PtH —(1- TH)g) - fw,t+1(wf+1)n (Wfﬂ

The derivative of the default threshold with respect to capital is:

Owiyr _ 1
8kt+1 ZtJrlk:tl;lal?Jrl

(( — MPKtwaﬂ) .

A.2.4 Producer SDF and Euler Equations

Since the producer problem is scale invariant, we can construct the stochastic discount factor of a
representative producer

_ 1—
Mft—i-l = Mftﬂ(l - ?bf@f) <¢O + 1_(1)1?(1)3> .
t+1

Using this SDF, and pY— AP JuF | we get the following more succinct Euler equations for debt:

fopr1 (Wi DI (wiyq) >] (39)

A 7l-aja
Zt+1 kt+1 lt+1

4" = FA] +E;

Mftﬂ ((1 — Fur(wiy)) (1—7" 4+ 6¢7%,) +
and for capital:
(1= A7) = By M1 (1= Fopra(wiin) (1= mMPK i + (1= 0k)pess — (1= 71)s)

B Furrr (@i )T (@) (s — MPKtwaM))] : (40)

A 1l-0ja
Zt+1kt+1 lt+1
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A.2.5 Aggregate Producer Net Worth

At the beginning of each period, a fraction of producers defaults before paying dividends to sharehold-
ers and choosing the portfolio for next period. Debt holders take ownership of these bankrupt firms
and liquidate them to recover some of the outstanding debt.

Bankrupt producers are immediately replaced by newly started firms that borrowers endow with
initial equity n? per firm. Then all producers, including newly started ones, solve the identical opti-
mization problem in (35).

Denote aggregate net worth of producers at stage 3, i.e. when producers solve their decision problem
for next period, by NF. Then the average net worth of surviving producers in t 4 1 is recursively
defined as

- ~ ~ of
NE = My Fron i, Si) (1= 60+ = b)) NE

growth rate to t+1

net worth after payout/issuance in ¢

where H(w;jrl, l}tﬂ, dﬁl, St+1) is the growth rate of net worth of non-defaulting producers as defined
in (34).

Aggregate net worth of producers thus follows the recursion:
th+1 = (1 - Fw,t+1(wf+1)) Ntlﬁ + Fw,t+1(wf+1)n0~ (41)

Given this expression of aggregate producer net worth, we can recover all aggregate producer choices,
ie. Aﬁrl = dﬁ_thP, K11 = ki 1 NP, and so forth.

A.3 Intermediaries
A.3.1 Aggregation

Three assumptions we make are sufficient to obtain aggregation to a representative intermediary.
These assumptions are: (i) that the intermediary objective is linear in the idiosyncratic profit shock
€4, (i) that idiosyncratic profit shocks only affect the contemporaneous payout (but not net worth),
and (iii) that defaulting intermediaries are replaced by new intermediaries with equity equal to that
of non-defaulting intermediaries.

Denote by n{l the beginning-of-period net worth of intermediary ¢ which did not default. Further
denote by S; = (Z{1, 041, Ky, AP, NE, WS, BE) all aggregate state variables exogenous to the individual
intermediary problem, including aggregate intermediary net worth N/.

We can define the optimization problem of the non-defaulting intermediary with profit shock real-
ization €;; recursively as:

V](nfyi, €t,isSt) = max gbén{ — eii +ei + B [Mftﬂmax {VI(nLrLZ-, €t41,i, St41), 0}] , (42)

I
et,i7bt+1,i’at+1,i

subject to the budget constraint (14), the regulatory capital constraint (15), and the definition of net
worth (12). Since the objective function is linear (assumption (i)) in the profit shock e ;, we can
equivalently define a value function V! (nii,St) =V! (n{l, €,i,St) — €,i, and write the objective as:

f/](n{?i,&/) = max gbén{ — efvi +E; [Mftﬂmax {f/[(nfﬂji, St41) + €414, OH , (43)

I I
6t,i7bt+1,i7at+l,i
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subject to the same set of constraints. Conditional on the same state variables (n! ., S;), the objective

functions in (42) and (43) imply the same optimal choices (et{i,b{ Hﬂ-,a{ +1,1), independent of the

realization of the current profit shock €;;. Thus conjecturing that all non-defaulting banks start the
period with identical wealth n;; = N/, these banks will also have identical wealth at the beginning
of the next period, Ntl;l, since idiosyncratic shocks do not affect next-period net worth directly
(assumption (ii)). Hence absent default, all banks have identical wealth N{.

What about defaulting banks? By construction, the realization of the profit shock is irrelevant
for banks that defaulted and were reseeded with initial capital. Here we assume that equity holders
(borrower households) seed all newly started banks with identical capital = nf’o. Therefore, all banks
newly started to replace defaulting banks are identical and solve the problem

1/ 1,0 _ 7 1,0 1,0 B ~1, I,1
Ving",8) = IO?%X 1o ooy — ey + Ey [Mt,t—&—lmax {V (nt+17$t+1) + 6t+1,ivOH ) (44)
e’ 50,0

again subject to the same set of constraints. Clearly, if n{ 0 = NtI , which is assumption (iii), then
the new banks will choose the same portfolio (e, b 70,@{5?1) = (ef,bl,1,al,,) as the non-defaulting
banks. This means that new banks replacing defaulted banks will also have the same wealth at the
beginning of next period, ntI_:l = NL,.

Together, this means that all banks have the same beginning-of-period wealth N/, and we can solve
the problem of a representative bank that chooses (ef, Bf, , A ;).

A.3.2 Optimization problem

N/ is the net worth of all intermediaries after firm and intermediary bankruptcies and recapitalization
of defaulting intermediaries by borrowers.

At the end of each period, all intermediaries face the following optimization problem over dividend
payout and portfolio composition (see equation (13) in the main text):

VINLS) = | max  @fN] — el + By [ME,ymax { VT (N1, Seen) + ef1,0} (45)

61 BI I )

to P41 41
subject to:

(1= oh)N] +ef —Wl(e]) > Al — (¢f + 7] — K)BL, (46)
N{, = [(Mt—H + (1 - Fw,t+1(wf+1))5qﬁ1> Al - Bt]—‘rl] , (47)
g/ BL, > —¢eqnAl,, (48)
Al >0, (49)
Sty =n(S]) (50)

For the evolution of intermediary wealth in (47), we have defined the total after-tax payoff per unit
of the bond B
My =(1-1-0)7") (1 - Fups1(wiyy)) + My,
where M, is the recovery value per dollar of debt of bankrupt borrower firms, as defined in (11).

Since the idiosyncratic bank profit shocks are independent of the aggregate state of the economy,
an individual bank’s probability of continuing (i.e. not defaulting) conditional on the aggregate state,

65



but before realization of the idiosyncratic shock is:

Prob (f/f(NtfH,stH) tel > 0) — Prob (6,{+1 > —VI(NfH,StH)) _1-F (—VI(N{H,StH)) :

By the law of large numbers, 1 — F, (—‘71 (Nt]H,StH)) is also the aggregate survival rate of in-

termediaries, and F; (—f/l (NtIHaStH)) is the bank default rate. To ease exposition, we adopt the

notation: )
F.,=F. (VI(NtI, St)) .

Hence we can express the intermediary problem as:

VNS = | max 0N/ — el + B {MP [0 - Fo) (VNG S) +7) ]} 1)

I pl I
€t 7Bt+1 ’At+1

The conditional expectation, €'t = Ec(e|e > VI(N] +1,St+1)), is the expected idiosyncratic profit
conditional on not defaulting.
A.3.3 First-order conditions

Lagrange Multipliers and Derivatives Before taking first-order conditions, we attach La-
grange multipliers v/ to the budget constraint (46), A/ to the leverage constraint (48), and p! to the
no-shorting constraint (49).

We compute the derivative of the expression inside the expectation term of (51) with respect to net
worth N¢y1. To do so, we write the expression as:

o)

(1- Fey) (Vf(Nf,st) - e{*) = (1 - Fe)V (N, S)) +/ ) edFe(e).
~V/ (LD

Differentiating with respect to N/ gives, by application of Leibniz’ rule:
(1= Fe)Vary + Vil feaVivy = Vil fedVivy = (1= Fer) Viv, (52)
where f.; is the p.d.f. of €/ evaluated at —VI(NtIH,StH), and
o _ OV S)

Nt AN

Equity Issuance We can differentiate the objective function with respect to e} :

vi(1—die)) = 1.
Loans The FOC for loans A/, ,, using equations (51) and (52), is:

a'v) = EqPN + i + B [ME Vi (1= Feprn) (Mo + (1= P (wii))dah )|
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Deposits The FOC for deposits, again using the result in (52), is:

(q{ + THrgc — /ﬂ?)l/tl = qg)\{ + E; ./\/lftﬂvj\luﬂ (1—Feti1)| -

A.3.4 Marginal value of wealth and SDF

First take the envelope condition: .
Ve = ¢o+ (1= ¢o)v

Combining this with the FOC for equity issuance above to eliminate v} yields:

Vi, = gh+ L% % (53)
Nt 0 1_ (b{etl
We can define a stochastic discount factor for intermediaries as
I B T I I 1-— ¢6
Mt,t-‘rl == Mt,t-‘rl (1 - ¢1et) ¢0 + 1—7{%[_"_1 (1 - FE,t“rl) . (54)

A.3.5 Euler Equations

Using the definition of the SDF M{’t 11 above, we can write the FOC for new loans and deposits more
compactly as:

G = N+ i+ B (M (Vs + (1= Fogn(@ia)oai)| . (59)
af +7 — k= Na +E[M],]. (56)

where Al = X /vl and gl = ul /0l

A.4 Savers

A.4.1 Statement of stationary problem

The problem of the representative saver is:

1-1/v ) T=1i/w

1-1/v l-0g] %

VS(WtS,St) = max (1—Bs) [ng] / + BsEy [(VS(Wt‘il,StH)) S} s
{CtSvBtS+17AtS+1}

subject to

CtS =(1- Tts)wf[ﬁ + GtT’S + Wts - qZBtSH - q%"Afﬂ - ‘IIS(AZSH)? (57)
W = [(1 = Fou(w)))(1+6q/") + M) A7 + BY, (58)
A5, >0, (59)
Si+1 =h(Sy). (60)
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Denote the value function and the marginal value of wealth as:

VI = VAW, S,
s _ VWP, S)
W,t - aWtS N

Denote the certainty equivalent of future utility as:
1 1
—0g | 1—0c
CES = E, [(V{L) } s
The monitoring cost function is

2
AS
1
vt -2 (2 1)

such that the marginal cost is:

TIY(AS, ) = A _ 1
(U7) (A1) = v :
¥0

A.4.2 First-order conditions

Short-term Bonds The FOC for the short-term bond position By ; is:

af (CF) ™ (1= B) (V)Y = BSE (V1) 75 Vil (CEP)7s ™/ (V)7

Corporate Bonds The FOC for the long-term corporate bond position Af_H is:

(a"+(U) (AZDNCE) V(1= Bs) (V)Y =

i+ BSE(Vi51) 7 Vidr (1= Fua(@])) (1 +845") + M) (CEP) s~V (V)Y

where ,uf is the Lagrange multiplier on the no-shorting constraint (59).

A.4.3 Marginal Values of State Variables and SDF
The marginal value of saver wealth is:

Vit = (C) 771 = Bs) (V)M

Defining the SDF in the same fashion as we did for borrowers, we get:

1/vg—o —-1/v,
Moo= s (M) (G}
t,t+1 CEtS Cis .
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A.4.4 FEuler Equations

Combining the first-order conditions (61) and (62) with the marginal value of wealth, and the SDF,
we get the Euler equations for the short-term bonds and corporate bonds, respectively:

q{ =E [Mgt—l-l] (64)
a" + (U5 (A7) = fif +Ey [M7q (Mys1 + (1= Fy g (wiy)) (1 + 0gity)) ] (65)

where fif = uf/VV%t.

A.5 Equilibrium

The optimality conditions describing the problem are (27), (29), (38), (39), and (40) for borrowers,
(46), (55), and (56) for intermediaries, and (57), (64), and (65) for savers. We add complementary
slackness conditions for the constraints (A.2.2) for producer firms, (48) and (49) for intermediaries,
and (59) for savers. Together with the market clearing conditions (22), (23), (24), and (25) these
equations fully characterize the economy.
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B Computational Method

The equilibrium of dynamic stochastic general equilibrium models is usually characterized recursively.
If a stationary Markov equilibrium exists, there is a minimal set of state variables that summarizes
the economy at any given point in time. Equilibrium can then be characterized using two types of
functions: transition functions map today’s state into probability distributions of tomorrow’s state,
and policy functions determine agents’ decisions and prices given the current state. Brumm, Kryczka,
and Kubler (2018) analyze theoretical existence properties in this class of models and discuss the
literature. Perturbation-based solution methods find local approximations to these functions around
the “deterministic steady-state”. For applications in finance, there are often two problems with local
solution methods. First, portfolio restrictions such as leverage constraints may be occasionally binding
in the true stochastic equilibrium. Generally, a local approximation around the steady state (with a
binding or slack constraint) will therefore inaccurately capture nonlinear dynamics when constraints go
from slack to binding. Guerrieri and Tacoviello (2015) propose a solution using local methods. Secondly,
the portfolio allocation of agents across assets with different risk profiles is generally indeterminate
at the non-stochastic steady state. This means that it is generally impossible to solve for equilibrium
dynamics using local methods since the point around which to perturb the system is not known.

Global projection methods (Judd (1998)) avoid these problems by not relying on the deterministic
steady state. Rather, they directly approximate the transition and policy functions in the relevant
area of the state space. Additional advantages of global nonlinear methods are greater flexibility in
dealing with highly nonlinear functions within the model such as probability distributions or option-
like payoffs.

B.1 Solution Procedure

The projection-based solution approach used in this paper has three main steps:

Step 1. Define approximating basis for the policy and transition functions. To approximate
these unknown functions, we discretize the state space and use multivariate linear interpola-
tion. Our general solution framework provides an object-oriented MATLAB library that allows
approximation of arbitrary multivariate functions using linear interpolation, splines, or polyno-
mials. For the model in this paper, splines or polynomials of various orders achieved inferior
results due to their lack of global shape preservation.

Step 2. Iteratively solve for the unknown functions. Given an initial guess for policy and transi-
tion functions, at each point in the discretized state space compute the current-period optimal
policies. Using the solutions, compute the next iterate of the transition functions. Repeat until
convergence. The system of nonlinear equations at each point in the state space is solved us-
ing a standard nonlinear equation solver. Kuhn-Tucker conditions can be rewritten as equality
constraints for this purpose. This step is completely parallelized across points in the state space
within each iterate.

Step 3. Simulate the model for many periods using approximated functions. Verify that the
simulated time path stays within the bounds of the state space for which policy and transition
functions were computed. Calculate relative Euler equation errors to assess the computational
accuracy of the solution. If the simulated time path leaves the state space boundaries or errors
are too large, the solution procedure may have to be repeated with optimized grid bounds or
positioning of grid points.
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We now provide a more detailed description for each step.

Step 1 The state space consists of
- two exogenous state variables [Z{, o, ], and
- five endogenous state variables [K;, LT, Nf, W, BY].
The state variable L! is aggregate leverage of producers and defined as

P _ " A7
! j e

(66)

As usual, there are many different possible state variables that encode the same history of aggregate
states. We choose this specific set of variables because policy functions turn out to be well-behaved
when based on these variables.

We first discretize Z{* into a N%4-state Markov chain using the Rouwenhorst (1995) method. The
procedure chooses the productivity grid points {Z ;‘};VZ ZIA and the N44 x N44 Markov transition matrix
II;4 between them to match the volatility and persistence of HP-detrended GDP. The dispersion of
idiosyncratic productivity shocks oy,; can take on two realizations {oy, 1,0, m} as described in the
calibration section. The 2 x 2 Markov transition matrix between these states is given by Il, . We
assume independence between both exogenous shocks. Denote the set of the N¥ = 2N%4 values the
exogenous state variables can take on as S, = {Zf}é\ff‘ X {0w,1.,0w.H }, and the associated Markov
transition matrix I, = IIz4 ® I, .

One endogenous state variable can be eliminated for computational purposes since its value is implied
by the agents’ budget constraints and market clearing conditions, conditional on any four other state
variables. We eliminate saver wealth WtS , which can be computed as

W2 = Qa(w)(1 4 6¢™AF + M, — N} + BE.

Our solution algorithm requires approximation of continuous functions of the endogenous state vari-
ables. Define the “true” endogenous state space of the model as follows: if each endogenous state
variable S; € {K;, AP, N}, B%} can take on values in a continuous and convex subset of the re-
als, characterized by constant state boundaries, [S},S,], then the endogenous state space S, =
(K1, K] x [LE, LE) < [N}, NI] x [BE, BS]. The total state space is the set S = S; x Sy,.

To approximate any function f : & — R, we form an univariate grid of (not necessarily equidis-
tant) strictly increasing points for each endogenous state variables, i.e., we choose { K };V:Kl, {Lf }]kv L
{N#}%Izl, and {BY }nN:Gl These grid points are chosen to ensure that each grid covers the er-
godic distribution of the economy in its dimension, and to minimize computational errors, with
more details on the choice provided below. Denote the set of all endogenous-state grid points as
Sp = {Kj}jvfl X {Lf}gjl X {Nél}gle X {Bg}nNgl, and the total discretized state space as S = S X S,,.
This discretized state space has N5 = N*. NK . NP . NT. NC total points, where each point is a 5 x
1 vector as there are 5 distinct state variables. We can now approximate the smooth function f if we

know its values {f; }é\fl at each point § € S, i.e. fj = f(5;) by multivariate linear interpolation.

Our solution method requires approximation of three sets of functions defined on the domain of
the state variables. The first set of unknown functions Cp : S — P C RY C, with N¢ being the
number of policy variables, determines the values of endogenous objects specified in the equilibrium
definition at every point in the state space. These are the prices, agents’ choice variables, and the
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Lagrange multipliers on the portfolio constraints. Specifically, the 15 policy functions are bond prices
q"(S), ¢/ (S), investment X (S), consumption c¢?(S), ¢%(S), non-financial firm equity issuance e’ (S),
bank equity issuance e!(S), wages w?(S), w®(S), the choice of loans and corporate bonds of banks
and savers A’ (S) and A%(S), the Lagrange multipliers for the bank leverage constraint A(S) and no-
shorting constraint u/(S), the multiplier for firms’ leverage constraint A”’(S), and finally the multiplier
on the savers’ no-shorting constraint ;°(S). There is an equal number of these unknown functions
and nonlinear functional equations, to be listed under step 2 below.

The second set of functions Cp : § x S, — §,, determine the next-period endogenous state variable
realizations as a function of the state in the current period and the next-period realization of exogenous
shocks. There is one transition function for each endogenous state variable, corresponding to the
transition law for each state variable, also to be listed below in step 2.

The third set are forecasting functions Cp : S — F C RN F, where N is the number of forecasting
variables. They map the state into the set of variables sufficient to compute expectations terms in
the nonlinear functional equations that characterize equilibrium. They partially coincide with the
policy functions, but include additional functions. In particular, the forecasting functions for our
model are the bond price ¢™(S), investment X (S), consumption c?(S), ¢%(S), bank equity issuance
e!(8), the value functions of households V5(S), VB(S), and banks V!(S), and the wage bill w(S) =

B(8) +w5(S).

Step 2 Given an initial guess C° = {CY ,CT,C }, the algorithm to compute the equilibrium takes
the following steps.

A. Initialize the algorithm by setting the current iterate C™ = {Ci%',C,Ci#} = {C%,C%,C%}.

B. Compute forecasting values. For each point in the discretized state space, s; € S, j =
1,..., N, perform the steps:

i. Evaluate the transition functions at s; combined with each possible realization of the
exogenous shocks x; € S, to get s;(xz) = Cp'(sj,2;) fori =1,..., N®, which are the values
of the endogenous state variables given the current state s; and for each possible future
realization of the exogenous state.

ii. Evaluate the forecasting functions at these future state variable realizations to get z-?j =
Cy (s;(mz),xl)

The end result is a N¥ x N° matrix .Z™, with each entry being a vector

B S B /S y/1I
[q’L,]7C7,]’C’Lj’ z]?v;]vvzyvz]?Xlwwiaj] (F)
of the next-period realization of the forecasting functions for current state s; and future exoge-
nous state x;.

C. Solve system of nonlinear equations. At each point in the discretized state space, s; € S,
j =1,...,N% solve the system of nonlinear equations that characterize equilibrium in the
equally many “policy” variables, given the forecasting matrix .#™ from step B. This amounts
to solving a system of 15 equations in 15 unknowns

P [q] ’QJ’XJ’C]’ f’ J’ej’AI A wf’wf’)‘g’%’)‘w“]] (P)
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at each sj. The equations are

ol (55)

217 I
Z;‘kj g

i =\F R,
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ME (1= Foi(wiy) (1— 1 —0)r" +6¢%) +

Is;
(E1)
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@+ =N+ By (] (E5)
@ = NG+ i+ By [ M (Mig +0q75(1 - Fuoa(wi,)] (E6)
(jf - ﬂf + Es;j|sj [ij] (E7)
@+ (VY (A) = i + By ([ M5 (Mg + (1= Fua(wiy) (1 +6673))] (ES)
(@p,k; — FaT) A7 =0 (E9)
(¢ af -/ B) A =0 (E10)
Alpl = (B11)
A5pS = (B12)
S _ nG I
B = BY + B! (E13)
P AS I

AP = A5 1 A (B14)
B =DF + DI+ (1 =Pyl LP + G7P +p,X; — X; — U(X;, K;). (E15)

(E1) and (E2) are the Euler equations for borrower-entrepreneurs from (39) and (40). (E3) and
(E4) are the intratemporal optimality conditions for labor demand by borrower-entrepreneurs
from (38). (E5) and (E6) are the Euler equations for banks from (56) and (55). (E7) and (ES)
are the savers’ Euler equations for short-term and corporate bonds, (64) and (65). (E9) and
(E10) are the leverage constraints (8) and (48) for borrowers and banks, respectively. (E11) and
(E12) are the no-shorting constraints (49) and (59) for banks and savers, respectively. (E13)
and (E14) are the market clearing condition for riskfree debt and corporate bonds respectively,
(22) and (23). Finally, E(15) is the borrower’s budget constraint, (3).

Expectations are computed as weighted sums, with the weights being the probabilities of transi-
tioning to exogenous state x;, conditional on state s;. Hats (%) in (E1) — E(15) indicate variables
that are direct functions of the vector of unknowns (P). These are effectively the choice vari-
ables for the nonlinear equation solver that finds the solution to the system (E1) — (E15) at
each point s;. All variables in the expectation terms with subscript ; ; are direct functions of
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the forecasting variables (F).

These values are fized numbers when the system is solved, as they we pre-computed in step B.
For example, the stochastic discount factors Mh. h=RB ,I,S, depend on both the solution and
the forecasting vector, e.g. for savers

VS 1/1/5’70’5 CS 71/115
2,J
J

since they depend on future consumption and indirect utility, but also current consumption. To
compute the expectation of the right-hand side of equation (E7) at point s;, we first look up
the corresponding column j in the matrix containing the forecasting values that we computed
in step B, .#™. This column contains the N* vectors, one for each possible realization of the
exogenous state, of the forecasting values defined in (F'). From these vectors, we need saver
consumption cf’ ; and the saver value function Vl‘sj' Further, we need current consumption éf ,
which is a policy variable chosen by the nonlinear equation solver. Denoting the probability of

moving from current exogenous state x; to state x; as m; j, we compute the certainty equivalent

’L]’

l-og

CEf: Z Wl:J(VS)l 78 )

x| x;

and then complete expectation of the RHS of (ET7)

1/vg—os —1/vg
. Vs S,
S| . ) Zisj
Bl s M| = 3 mals (CEf) <CS> '

zi |z

The mapping of solution and forecasting vectors (P) and (F) into the other expressions in
equations (E1) — E(15) follows the same principles and is based on the definitions in model
appendix A. For example, the borrower default threshold is a function of current wages and
state variables based on (5)

. WP+ @d 1+ af + ck;
J = ZA(k. )1 ala ’

w;

and the capital price is a linear function of investment from the first-order condition (29)

X;
S Y
(3o)

The system (E1) — (E15) implicitly uses the budget constraints of non-financial and financial
firms, savers and the government to compute several variables as direct function of the state
and policy variables.

Note that we could exploit the linearity of the budget constraint in (E15) to eliminate one more
policy variable, c , from the system analytically. However, in our experience the algorithm
is more robust When we explicitly include consumption of all agents as policy variables, and
ensure that these variables stay strictly positive (as required with power utility) when solving
the system. To solve the system in practice, we use a nonlinear equation solver that relies on a
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variant of Newton’s method, using policy functions C}%' as initial guess. More on these issues in
subsection B.2 below.

The final output of this step is a N x 15 matrix 2™*! where each row is the solution vector
P; that solves the system (E1) — E(15) at point s;.

. Update forecasting, transition and policy functions. Given the policy matrix £m+!
from step B, update the policy function directly to get C]"}H. All forecasting functions with
the exception of the value functions are also equivalent to policy functions. Value functions are
updated based on the recursive definitions

1
: i s |
7S = {(1 — Bs) [@]5]1 Y +55Es;’j|sj [(Wi)l S] o } i
N 1-1/v 1=o i_ﬁ ﬁ
‘/jB _ {(1 _ 63) [é]B] +ﬁBEs;7j|S]‘ [(‘[55) B:| —°B } (V2)
V= ofN] &l + By | [ME (= Fuy) (Vi + <) .

using the same notation as defined above under step C. Note that each value function combines
current solutions from Z2™+! (step C) for consumption and equity issuance with forecasting
values from .#™ (step B). Using these updated value functions, we get C?H.

Finally, update transition functions for the endogenous state variables using the following laws
of motion, for current state s; and future exogenous state x; as defined above:

Kij=(1-0)K;+ X; (T1)
AP

4 A

Lij=——=- (T2)
Pij sy

NZ{j = (M +0¢]%(1 — Fui(wi;))) A§ — B} (T3)
1 .

ijzqf(ijLGj—Tj). (T4)
J

(T1) is simply the law of motion for aggregate capital, and (T2) follows from the definition of
producer leverage in (66). (T3) is the law of motion for bank net worth (47). (T2) and (T3)
combine inputs from old forecasting functions .#™ and new policy solutions 2™+, (T4) is the
government budget constraint (21). Updating according to (T1) — (T4) gives the next set of
functions CAIT?H.

. Check convergence. Compute distance measures Ap = [[CHT! — CP|| and Ap = ||CPH! —
CrF™||. If Ap < Tolp and Ar < Tolr, stop and use C™*! as approximate solution. Otherwise
reset policy functions to the next iterate i.e. 2™ — 2™*! and reset forecasting and transition
functions to a convex combination of their previous and updated values i.e. C™ — C™t! =
D x C™+ (1 — D) x C™*!, where D is a dampening parameter set to a value between 0 and 1
to reduce oscillation in function values in successive iterations. Next, go to step B.

Step 3 Using the numerical solution C* = C™*! from step 2, we simulate the economy for T =
Tini+T period. Since the exogenous shocks follow a discrete-time Markov chain with transition matrix
I, we can simulate the chain given any initial state ¢ using T — 1 uniform random numbers based on
standard techniques (we fix the seed of the random number generator to preserve comparability across
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experiments). Using the simulated path {xt}tle, we can simulate the associated path of the endogenous
state variables given initial state so = [xg, K, LOP , N({ , WOS , Bg ] by evaluating the transition functions

P I S G *
[Ktt1, Lirs Neyrs Wi, Bia] = Cr(se, wes),

to obtain a complete simulated path of model state variables {st}le. To remove any effect of the
initial conditions, we discard the first 7j,; points. We then also evaluate the policy and forecasting
functions along the simulated sample path to obtain a complete sample path {s;, P;, fi}L_;.

To assess the quality and accuracy of the solution, we perform two types of checks. First, we verify
that all state variable realizations along the simulated path are within the bounds of the state variable
grids defined in step 1. If the simulation exceeds the grid boundaries, we expand the grid bounds in
the violated dimensions, and restart the procedure at step 1. Secondly, we compute relative errors for
all equations of the system (E1) — E(15) and the transition functions (T1) — (T4) along the simulated
path. For equations involving expectations (such as (E1)), this requires evaluating the transition and
forecasting function as in step 2B at the current state s;. For each equation, we divide both sides by
a sensibly chosen endogenous quantity to yield “relative” errors; e.g., for (E1) we compute

A A foalwi) ()
1- qA;TL /\fF + ES;,j|5j ij (1 - Fw,i(w;,j)) (1 —(1- Q)TH + 5(]213') + Z.Alz'l-*alzq
iV
using the same notation as in step 2B. These errors are small by construction when calculated at the
points of the discretized state grid S, since the algorithm under step 2 solved the system exactly at
those points. However, the simulated path will likely visit many points that are between grid points,
at which the functions C* are approximated by interpolation. Therefore, the relative errors indicate
the quality of the approximation in the relevant area of the state space. We report average, median,
and tail errors for all equations. If errors are too large during simulation, we investigate in which part
of the state space these high errors occur. We then add additional points to the state variable grids
in those areas and repeat the procedure.

B.2 Implementation

Solving the system of equations. We solve system of nonlinear equations at each point in the
state space using a standard nonlinear equation solver (MATLAB’s fsolve). This nonlinear equation
solver uses a variant of Newton’s method to find a “zero” of the system. We employ several simple
modifications of the system (E1) - E(15) to avoid common pitfalls at this step of the solution procedure.
Nonlinear equation solver are notoriously bad at dealing with complementary slackness conditions
associated with constraint, such as (E9) — E(12). 