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A S U C C E S S F U L  COMPUTER- 
based system for diagnosing bladder can- 
cer must accurately classify various objects 
in an image of cells from a urine sample. 
Typically, an object falls into one of two 
classes: Well or Not-well. The Well class 
contains the cells that will actually be use- 
ful for diagnosing bladder cancer. The Not- 
well class includes everything else, such as  
intercellular “garbage” and cells that would 
not aid in the diagnosis. In a sense, this 
classification filters out objects that are not 
needed. Yet, errors in this classification 
are undesirable. If a Well object is classi- 
fied as Not-well, valuable information could 
be lost. Therefore, the classifier must be 
accurate if it is to be used clinically. 

There have been previous attempts to 
solve this classification problem. Wong et 
al. used a “selective mapping algorithm,” 
which used a tree classifier to classify 
objects by using thresholds for certain ex- 
tracted features1 For example, the system 
deemed an object Not-well if its area was 
above or below a certain value. Similar 
tests were applied to other features. This 
system achieved a total misclassification 
rate of 23.2 percent. Systems prior to this 
also had error ra tes2  Furthermore, the time 
required by these systems for automated 
analysis clearly makes them impractical. 
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My research reduces the number of com- 
puter misclassification errors to a level 
tolerable for clinical use. By reducing this 
misclassification, more of the cells retained 
for further analysis are Well, and fewer 
are Not-well, thus speeding up and im- 
proving the accuracy of the actual cancer 
diagnosis performed on the Well cells. 
Also, the system can extract the same 
number of Well cells from fewer images, 
thus speeding up the total classification 
time. The actual time to classify a single 
image is fast enough to make the system 
practical. 

In my classification system, several de- 
scriptive features are extracted from each 
object in the image. These features are 
then fed to a multilayer perceptron - a 
type of artificial neural network - which 

classifies them as Well or Not-well The 
perceptron’s superior classification abili- 
ties yields a high degree of improvement 
over conventional systems. Also, the per- 
ceptron’s parallelism and other aspects of 
this implementation lend it to extremely 
fast computation, thus providing accurate 
classification at an acceptable speed. A 
sidebar discusses neural networks, the 
multilayer perceptron, and two learning 
algorithms in more detail. 

Im plemen tu t ion 

This system is designed to classify im- 
ages that are 256x240 pixels, with 256 
gray levels. The images are gathered with 
a 1 Ox planachromatic objective microscope 
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~ 1 Neural networks 
Artificial neural networks are computa- 

tional models designed to generate perfor- 
mance similar to that of the human brain in 
fields such as speech and image recognition. 
They mimic the brain and other biological 
neural networks in that they encompass a 
massively parallel architecture, and they de- 
rive their power from the sheer number of 
neurons, rather than the complexity of each 
single neuron. These systems lend themselves 
to fast implementations in parallel, especially 
when done in hardware. They differ from 
conventional systems in that a conventional 
von Neumann computer processes instruc- 
tions one at a time, sequentially, while a 
neural network processes many competing 
hypotheses at the same time. Also, since there 
are many nodes, neural networks are more 
noise tolerant than conventional computer 
systems: if a few nodes are erroneous, there 
are still many others and the overall perfor- 
mance of the net might be unaffected. 

The multilayer perceptron. One type of 
neural network - the multilayer perceptron 
-is cornposed of many simple computation- 
al elements, or nodes, that form layers.’ These 
layers are linked by weights, which are adapt- 
ed in a supervised learning process so that the 
neural network will correctly classify a user- 
supplied pattern. This can be done via back 
propagation, an algorithm that “trains” a net- 
work on sample data so that the network will 
respond correctly. The accompanying figure 
shows a sample perceptron. 

The input to the first layer is the pattern to 
be classified. A node‘s input is the scalar 
product ofthe output vector from the previous 
level and the weight vector between that level 
and the node: 

where netJ is the input to layer;, w,, is the 
weight matrix between layer; and layer i ,  and 
o, is the output of layer i .  A node’s output is 
this value passed through the sigmoidal non- 
linearity 

where 0, is the threshold or bias. For inputs 
much larger than the bias, the output is close 
to I ,  For small inputs, i t  is close to zero. These 
correspond to “on” and “off’ states, respec- 
tively. For values close to the threshold, the 
node emits a number between 0 and I ,  corre- 
sponding to an undecided state. The threshold 
is treated as a link from a virtual node whose 
output value is always 1 ,  This way, the value 
also can be learned. e,, is a constant that 
determines the shape of the sigmoid. A small 
e,, results in a sigmoid that is like a threshold 
logic unit, with an abrupt increase from 0 to I .  
A large €I,> creates a more gentle graduation 
between 0 and I .  

Generally, a pattern p will have an output 
oPi that is different from the desired output 
( k  is an output layer). A learning procedure, 
such as back propagation, helps minimize this. 

Brick prq~ugution. The back propagation 
algorithm seeks to minimize the normalized 
system error 

with respect to the weights in the neural net- 
work.’ I t  does this by using an iterative, steep- 
est-descent approach, making incremental 
changes in the weight space in proportion to 
the error’s rate of change with respect to the 
weight: 

This simplifies to 

A)<,,, = $/,,o,,, 

where for output layers 

a,,, = ( r,,L ~ qJi )opi ( I - oiJL 1 

and for input and hidden layers 

6p/ = ( ) / I /  ( 1 - op/ a/,i )“A, 
i 

I n  these equations, oJ( 1 -4)  is at its maximum 
when o, = 0.5, and its minimum when o, = 0, I .  
This makes sense in  light of the fact that a 
node whose output is 0.5 is considered “unde- 
cided.” whereas outputs of 0 or I indicate 
nodes set “on” o r  “off.” 

Quick propcignrion. Unfortunately. hack 
propagation is very slow, so 1 used quick 
propagation instead.’ Quick propagation also 
seeks to minimize the normalized system er- 
ror E. I t  can be considered second order, since 
i t  uses information about the curvature of the 

error function as well as its slope. I t  computes 
dE/dw(t) ,  the slope of the error function dur- 
ing the current training cycle, just as back 
propagation does, yet it  does not update the 
weights quite as simply. I t  retains copies of 
dE/dw(r - I ) ,  the slope of the error function 
during the previous training cycle; dE/aw(t) ,  
the current slope of the error function: and 
A w ( t  - I ) ,  the last weight change. Using these 
three values, i t  adjusts the weights as follows: 

This formula is based on two assumptions, 
that theerrorcurve is parabolic with respect to 
each weight, and that the error curve does not 
change with respect to each weight as other 
weights are changed. These assumptions are 
crude; howeber, iteratively, quick propagation 
is highly superior to back propagation. 
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lens and an image digitizer. Figure 1 shows 
a sample slide image. 

The classification system proceeds as 
follows: 

( I )  The image is thresholded. 
(2) Object segmentation is performed. 
(3) Fea tures  a re  ex t rac ted  f rom the  

(4) Features are submitted to a neural net- 
objects. 

work for classification. 

Thresholding. The system uses a tech- 
nique called thresholding to separate cyto- 
logic objects from the image background. 
First, the image is partitioned into 16 seg- 
ments, each 32x120 pixels (see Figure 2). 
The system does this because each local 
segment of the image tends to have a dif- 
ferent background, due to lighting and shad- 
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Figure 3. A segment histogram. 
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Figure 2. Sixteen segments of the image for thresholding. 

ing differences. Thus, to effectively remove Pixels with gray-level values greater than 
the background, the system must consider i the threshold are considered to belong to 
each local area individually, not the image ~ the background and are assigned the color 
as a whole. The system then produces and , white, while those with gray-level values 
smooths a histogram of each segment. The greater than the threshold are considered 

that attempts to eliminate significant dis- ~ value. Thus, the system produces a uni- 
continuities in the histogram. Figure 3 shows 1 form background and can distinguish be- 
a region histogram, and Figure 4 shows a ~ tween the background and the actual ob- 
smoothed version of that histogram. jects. Figure 5 shows a thresholded version 

Typically, one peak is seen at the light of Figure I .  
end of this histogram. corresponding to the 
background pixels, and one long plain is Object segmentation. Objects are seg- 
seen at the dark end, corresponding to the ~ mented (or separated from each other) us- 
pixels of the foreground objects. Based on ~ ing a “blob coloring” algorithm.’ This in- 
this histogram, the system selects an inten- volves sweeping an L-shaped template (see 
sity threshold in the small valley between Figure 6) across the image and coloring 
these two regions. The smoothing algo- ~ each distinct object with a distinct set of 
rithm highlights this threshold, in spite of equivalent colors. The algorithm proceeds 
any local fluctuations in the histogram. as follows: 

smoothing is a local averaging algorithm ~ , part ofthe foreground andretain their color 
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( I )  Let the color counter k = I .  
(2) Define a functionf(x) such that, i f x  is a 

background pixel (as determined by the 
thresholding procedure), thenf(x) = 0; 
otherwise,f(x) = I .  

(3) Scan the image with the L-shaped tem- 
plate from top to bottom and from left 
to right until fix,.) = 1 .  

(4) IfflX,,) = 1 andf(X/) = 0 
then let the color of X, be the color of 
xu. 

Iff(X,) = I andf(X,) = 0 
then let the color ofX, be the color of 
xi. 

Iff(X,) = 1 andf(X,,) = 1 
then let the colors of X, and X,, be 
equivalent and assign their value to 
X,. . 

Iff(X,) = 0 and,f(X,,) = 0 
then let the color of X, = k ,  and let 
k = k + l .  

( 5 )  Go to Step 3 until no more pixels are 
left. 

The system can thus detect distinct objects 
by their color. It also assumes that objects 
with an area of less than 20 pixels are the 
result of errors in the digitization or thresh- 
olding processes, and they are not consid- 
ered further. 

object. This introduces three more features: 
the nuclear a rea ,  the  ratio of the  
nucleus to the enclosing box, and the ratio 
of the entire object to the nucleus. The 
nucleus is segmented by thresholding, where 
the threshold is a constant (empirically 
determined to be 0.9) multiplied by the 
object’s average optical density. The nu- 
clear area is usually less than 150 pixels. 
The ratio of the nucleus to the enclosing 
box is used in the same way as the ratio of 
the object to the enclosing box. This value 
is generally above 0.35. Finally, the ratio 
of the nuclear area to the total cell area is 
usually less than 0.85. 

Network classification. The features are 
then fed to a multilayer perceptron for 
classification. The network has an input 
layer with five nodes, two hidden layers 
with ten nodes each, and an output layer 
with one node. A value in the output node 
greater than 0.5 signifies a Well cell, while 
a value less than 0.5 signifies a Not-well 
cell. This network architecture was chosen 
by trial and error. Smaller networks did not 
adapt well to the training set, while larger 
networks took too long to train and did not 
generalize well (they trained too closely to 
the training set). 

Feature extraction. Once an image has Computer programs. I wrote several 
been preprocessed, the system must extract I computer programs (more than 3,100 lines) 
features from the objects in that image. 1 during this research. These can be divided 
These features are numerical descriptors ~ into two main sets of routines. 
that will try to describe the object’s proper- ’ The first set (around 1.800 lines) per- 
ties. The system will base its object classi- formed the actual image manipulation, that 
fication on these features, which it extracts is, the thresholding, object segmentation, 
simply by looking at each object. Several , and feature extraction. There were two 
descriptive features are used. These fea- ~ main programs in this set of code. The first 
tures were picked to highlight significant 1 used a graphical user interface to let the 
differences between Well cells and other ~ user visually select which objects were 
typical objects. Well and which were Not-well. It then 

The first such feature is the object area. stored a list describing the state of the 
Well cells come in a small range of sizes- objects (Well or Not-well) in a file. The 
the object area is usually 100 to 400 pixels 1 second program took this list of objects 
- and Not-well objects can often be de- and extracted features from the objects in 
tected simply by being too big or too small. 1 it. These programs were developed and 
Since Well cells are usually circular, i t  is used on a Sun 3/80 workstation. 
also useful to measure the object’s circu- The second set of routines (about 1,350 
larity. Thus, the second feature is the ratio , lines) dealt with neural networks and con- 
of the object’s area to the area of the rect- 
angular box enclosing it. For acircle, this is 
d 4  = 0.785. For Well cells, this is usually 
between 0.60 and 0.85. 

Another clear property of Well cells is 
that they have circular, well-defined nuclei 
that take up a significant portion of the 
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&re 5. A thresholded version of the slide 
image in Figure 1. 

I ’  I 1 

Figure 6.1-shaped template used in obiect 
segmentation. 

program tested a given multilayer per- 
ceptron with a set of weights provided by 
the first program for a set of test patterns. 
I developed these programs on the Sun 31 
80, but performed the actual training on a 
Convex C-  120 minisupercomputer for 
speed. 

Testing and results 

In developing and testing the classifica- 
tion system, I used 43 images provided by 
the Montefiore Medical Center, Bronx, New 
York. The images contained a total of 597 
objects. Of these, 77 were visually classi- 
fied as Well, and 520  as Not-well. I tested 
the system by comparing the visual classi- 
fications (representing the decisions of a 
“perfect” doctor) with those of the system. 

Once the thresholding, object segmenta- 
tion, and feature extraction were complet- 
ed, half of the objects were randomly se- 

sisted of two programs. The first trained a 
multilayer perceptron. given its configura- 
tion (the number of layers, nodes per layer, 
and so on) and a set of training patterns. 
The training algorithm was back propaga- 
tion, with the quick-propagation modifica- 
tions described in the sidebar. The second 

11 
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Table 1. Classification svstem results. 

CO~PUJEF~ CLASSIFI~W~N 
VISUAL ACCEPT REJECT TOTAL 
CLASSIFICATION No % No % No 

ACCEPT 
REJECT 

71 93.4 15 86 
6 505 97.0 51 1 

TOTAL 77 520 597 

lected to be used in training. The results are 
shown in Table 1. The neural network 
achieved an accuracy rate of 93.4 percent 
in accepting objects as Well, while its accu- 
racy in detecting Not-well objects was 97.0 
percent. This leads to an overall accuracy 
rate of 96.5 percent, or an error rate of 3.5 
percent - an order-of-magnitude improve- 
ment over the 23.1 percent error rate re- 
ported by Wang et al.' However, these rates 
cannot be compared directly, since Wang 
et al. used the training set as the testing set, 
whereas my network was trained with only 
half of the testing set. Also, I defined ob- 
jects as being greater than 20 pixels, while 
Wang et al. defined objects as being great- 
er than 30 pixels (although the fraction of 
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objects in the 20- to 30-pixel range is prob- 
ably small). Another study reported an 
error rate of 18.1 percent,' but that is not 
directly comparable, either, since that study 
used images at 25x magnification, while 1 
used images at lox magnification. 

Time considerations. An image typi- 
cally went through the thresholding, object 
segmentation, and feature extraction stag- 
es in 2.6 seconds on the Sun 3/80 (in real 
time). The network classification stage re- 
quired an additional 0.4 seconds, yielding 
a total classification time of about 3.0 sec- 
onds per image. Previous methods report- 
ed times o f 3 2  seconds per image' or worse' 
in real time on a PDP- 1 1 computer. These 
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methods probably would run faster on 
modern hardware, yielding comparable 
times to those in my study. However, since 
most of the  steps i n  this system are parallel, 
fast execution times could be expected in a 
hardware implementation. 

Training the neural network, though, was 
very time consuming. Training typically 
took a few hours on the Convex C-120, 
depending on the system load. This is not 
significant, however, because training only 
needs to be performed once, not with every 
new specimen. 

Z I S  MODEL COULD SERVE AS 
the front-end for a complete bladder cancer 
diagnosis system. Barring the development 
of such a system, i t  could give a doctor 
images of only those cells that would be 
useful to the diagnosis, thus speeding up 
that diagnosis by eliminating the need to 
manually use a microscope and search a 
slide for useful cells. 
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