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The problem of determining nurse staffing levels in a hospital environment is a complex task due to variable

patient census levels and uncertain service capacity caused by nurse absenteeism. In this paper, we combine an

empirical investigation of the factors affecting nurse absenteeism rates with an analytical treatment of nurse

staffing decisions using a novel variant of the newsvendor model. Using data from the emergency department

of a large urban hospital, we find that absenteeism rates are correlated with anticipated future nurse workload

levels. Using our empirical findings, we analyze a single-period nurse staffing problem considering both the

case of constant absenteeism rate (exogenous absenteeism) as well as an absenteeism rate which is a function

of the number of scheduled nurses (endogenous absenteeism). We provide characterizations of the optimal

staffing levels in both situations and show that the failure to incorporate absenteeism as an endogenous

effect results in understaffing.

History : January 6, 2011

1. Introduction and Literature Review

In recent years, hospitals have been faced with ever-increasing pressure from their major payers -

federal and state governments, managed care organizations, and large employers - to cut costs.

Since nursing personnel accounts for a very large fraction of expenses, the response, in many

instances, has been reductions of the nursing staff. Nurse workloads have been further increased

by shorter hospital lengths-of-stay (LOS) and increasing use of outpatient procedures, resulting in

sicker hospitalized patients who require more nursing care. The adverse impact of these changes

has been documented by a number of studies (Needleman et al. (2002), Kovner and Gergen (1998),
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Aiken et al. (2002), Unruh (2003), Cho et al. (2003)). These effects include increases in medical

errors, delays for patients waiting for beds in emergency rooms, and ambulance diversions. In

response, a number of state legislatures, e.g. Victoria in Australia (The Victorian Department of

Health (2007)) and California in the US (California Department of Health (2004)) have mandated

minimum nurse staffing levels.

Establishing the right balance between the quality and cost of patient care is a challenging task.

Despite the growing evidence on the influence of nurse staffing levels on the quality of patient care,

the question of how such staffing levels should be determined in a particular clinical unit remains

largely open. In a hospital environment, nurses are often scheduled to work 8- or 12-hour shifts,

and the choice of appropriate nurse staffing levels for a particular shift is complicated by the need

to make staffing decisions well in advance (e.g. 6-8 weeks) of that shift when the patient census

is unknown. Even if the patient census could be reliably estimated, the prevalence of absenteeism

creates a need for the deployment of additional nursing resources beyond what might be considered

ideal.

Nurse absenteeism has been widely recognized by practitioners as a serious and growing problem.

According to the US Bureau of Labor Statistics, in 2008 nurses exhibited 12.5 incidents of illness

or occupational injury per 100 Full Time Employees (FTEs), second only to construction workers,

and the highest number of cases involving days away from work, 7.8 per 100 FTEs (US Bureau

of Labor Statistics (2008)). These figures are substantially higher than the national average of

4.2 incidents per 100 FTEs, with only half involving time away from work. Similarly, in Canada

nurses have one of the highest absenteeism rates (12.2%) of all workers (second only to federal

administration, and significantly higher than the Canadian national average of 8.7%), and this

absenteeism rate has been increasing over the last 10 years (Statistics Canada (2008)).

Among the numerous potential causes of nurse absenteeism reported in the literature (illness or

injury, conflicting family obligations, inflexible staff scheduling, transportation problems, income

opportunities outside the workplace, etc.), work-related stress is often identified as one of the

leading causes (Jamal (1984), Ho (1997), Shamian et al. (2003)). Numerous studies have emphasized
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a positive link between the workload nurses are subjected to, work-related stress, and the level of

nurse absenteeism (Healy and McKay (1999), Healy and McKay (2000), Demerouti et al. (2000),

Bryant et al. (2000), Tummers et al. (2001), McVicar (2003)), pointing to, in the words of Unruh

et al. (2007), “a vicious cycle” in which nurse absenteeism leads to higher workloads for nurses who

show up, further reinforcing the patterns of absenteeism. The existence of a positive feedback loop

between workload and unplanned absences from workplace underscores the endogeneity of nurse

absenteeism and alters the nature of the trade-off between having too few and too many nurses

scheduled for a particular shift.

While numerous studies have put forward qualitative arguments about the effect of workloads

on nurse absenteeism, quantitative studies of this effect as well as analyses of its influence on nurse

staffing decisions have been lacking. One reason for this seems to be the lack of a uniformly accepted

way of defining and measuring nursing workload, due to a multitude of patient classification schemes

used in practice, differences in the nature and intensity of nursing care required in different clinical

units, and diverging work environments (Giovannetti and Johnson (1990), Fagerstrom and Rainio

(1999), Seago (2002)). Rauhala et al. (2007) is, to the best of our knowledge, the first and only paper

which provides quantitative evidence of a positive link between patient-related nurse workload and

nurse absenteeism. This work uses a new patient classification system in which the nurse workload

created by each patient is recorded as a (self-reported) sum of “nursing intensity” scores from six

pre-defined areas of nursing patient-centered activities. For each nurse, this workload measure is

expressed as a fraction of the “optimal” workload as determined by a panel of experts. Based on

6 months of data obtained across multiple clinical units and multiple hospitals, the authors report

that substantial increases in workload lead to equally substantial increases in absenteeism.

In this paper, we provide an alternative approach to measuring the strength of the link between

the nursing workload and the rate of absenteeism using the data from an emergency department

(ED) of a large urban hospital. In particular, rather than relying on subjective self-reported data,

we use patient census values to calculate nurse-to-patient ratios which are treated as proxies for

the workload experienced by nurses working during a particular shift.
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The hypotheses about the endogenous nature of absenteeism and its dependence on workload are

not limited to nursing. A substantial body of literature on the phenomenon of employee absenteeism

exists in the applied psychology and economics domains (see Brown and Sessions (1996) for a

comprehensive review of earlier research on the subject). Darr and Johns (2008) summarize the

findings of a number of studies which identify work-related stress, often tied to excessive workload,

as an important causal factor behind absenteeism. Similar findings have been made in various

service settings, for example, among public sector workers (Scott and Wimbush (1991), Voss et al.

(2001), Vingard et al. (2005)), and in call centers (Bakker et al. (2003), Aksin et al. (2007)). Despite

the growing body of evidence on the importance of explicitly accounting for the endogeneity of

employee absenteeism, the existing literature on optimal staffing in service environments either

ignores absenteeism or treats it as an exogenous phenomenon (Easton and Goodale (2002), Easton

and Goodale (2005), and Whitt (2006) provide examples of call-center staffing with exogenous

employee absenteeism). The uncertain supply of service capacity created by nurse absenteeism

connects our work with a stream of literature focused on inventory planning in the presence of

unreliable supply/stochastic production yield (Yang and Lee (1995), Porteus (2002)), with two

important distinctions. First, the overwhelming majority of papers which deal with stochastic

supply yields model them as being either additive or multiplicative (Noori and Keller (1986),

Ehrhardt and Taube (1987), Henig and Gerchak (1990), Ciarallo et al. (1994), Bollapragada and

Morton (1999), Gupta and Cooper (2005), Rekik et al. (2007), Yang et al. (2007)), a justifiable

approach in manufacturing settings. The supply uncertainty in our model has binomial structure,

a more appropriate choice in personnel staffing settings. Binomial yield models are a relative

rarity in the stochastic yield literature, perhaps, due to their limited analytical tractability (Beja

(1977), Gerchak and Henig (1994), Grosfeld-Nir and Gerchak (2004), Fadiloglu et al. (2008)). Most

importantly, our analysis is the first one to introduce the endogeneity of the yield rates into the

binomial model of supply uncertainty. As such, our paper is also related to the growing body

of literature (Diwas and Terwiesch (2009), Powell and Schultz (2004), Schultz et al. (1998), and

Schultz et al. (1999)) on the effects of workload on various aspects of system productivity.



Green, Savin and Savva “Nursevendor” Problem 5

In summary, our paper makes the following contributions:

1. We conduct an empirical study of nurse absenteeism rates using data collected from the

emergency department (ED) of a large urban hospital for each work shift for a period of about

10 months. Using nurse-to-patient ratios as proxies for the workload experienced by nurses, we

establish that nurses exhibit a response to the anticipated workload for future shifts. In particular,

absenteeism rates per shift show no statistically significant dependence on actual realizations of

past shift workload levels, but rather depend on the numbers of nurses scheduled to work during

the shift. Specifically, we find that for our data set with an average absenteeism rate of 7.3%, an

extra scheduled nurse was associated with an average reduction in the absenteeism rate of 0.6%.

2. We model the nurse staffing decision in the presence of endogenous absenteeism as a novel vari-

ant of a single-period newsvendor problem, which combines the uncertainty in the future demand

(patient census in a clinical unit) with the uncertainty in the supply of service capacity (number

of nurses showing up for work) as well as the possibility of recourse supply adjustment through

the use of overtime work and/or external labor supply (e.g., agency nurses). Using our empirical

findings, we model nurse absenteeism as a binomial process for which the absenteeism rate is a

function of the number of scheduled nurses.

3. We analyze staffing policies for the cases of exogenous and endogenous absenteeism rates.

For the case of exogenous absenteeism, we characterize the optimal staffing levels for an arbitrary

distribution of the demand for nurses (Proposition 1), and establish their monotonicity properties

under a uniformly distributed demand (Corollary 1). In particular, we show that, depending on

the cost ratio of regular to excess/overtime capacity, absenteeism could result in either increasing

the number of staffed nurses or decreasing it. For the case of endogenous absenteeism we establish

a sufficient condition for the absenteeism rate function which guarantees the optimality of the

staffing level established by a greedy search approach (Proposition 2). We also compare the optimal

staffing decision for a clinical unit that takes into account the endogeneity of absenteeism to that

of a “myopic” unit which ignores the endogeneity of absenteeism. In particular, we show that even
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allowing the “myopic” unit to repeatedly adjust its staffing decision after observing the actual

absenteeism rate, it will staff fewer nurses than optimal (Proposition 3).

The rest of the paper is organized as follows. In Section 2, we describe the results of an empirical

study of nurse absenteeism conducted at a large urban hospital ED. The implications of endogenous

absenteeism behavior on staffing decisions are analyzed in Section 3 where we introduce and analyze

a single-period nurse staffing model. We summarize our findings in Section 4.

2. Endogeneity in Nurse Absenteeism Rates: An Empirical Study

2.1. Clinical Environment and Collected Data

Our study is based on nurse absenteeism and patient census data from the ED of a large New York

City hospital. Nurses employed in this unit are full-time employees, each working, on average, 3.25

shifts per week. The unit uses two primary nursing shifts: the “day” shift starts at 8:00am and ends

at 8:00pm, while the “night” shift starts at 8:00pm and ends at 8:00am. Another (“evening”) shift

is also operated from 12:00pm to 12:00am. The evening shift is fundamentally different from the

other two shifts. First, the nurses working on this shift are dedicated to this shift and, unlike the

other nurses, do not work on the other two shifts. Second, this shift consists of fewer nurses who

are more experienced and exhibit less absenteeism than the other two shifts, as shown in Table 1.

In our analysis of absenteeism we limit our attention to the nurses on the day and night shifts.

However, we do take into account the evening shift when measuring workload since the evening

shift overlaps with both the day shift and the night shift. For each shift, for a period of 10 months

starting on July 1, 2008 (304 day shifts, 304 evening shifts and 303 night shifts), we collected

the following data: the number of nurses scheduled, the number of nurses absent, and the patient

census data recorded every two hours.

The nurse scheduling process starts several weeks before the actual work shift when the initial

schedule is established. Often, such an initial schedule undergoes a number of changes and correc-

tions (caused by unexpected events such as family illnesses, as well as planned events that were

not communicated to management ahead of schedule such as jury duty and vacation absences) -
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Measure Mean Standard Deviation Minimum Maximum
Day Shift
Nurses Scheduled 11.4 1.07 8 16
Absenteeism rate 0.0762 0.0799 0 0.4
Patient visits 141 20.1 77 188
Average Census 116 17.1 56.5 158
Maximum Census 136 20.8 64 182
Night Shift
Nurses Scheduled 10.5 0.849 9 14
Absenteeism rate 0.0707 0.0829 0 0.4
Patient Visits 66.0 9.45 40 95
Average Census 102 14.2 54.3 142
Maximum Census 127 20.4 57 174
Evening Shift
Nurses Scheduled 3.63 0.756 2 5
Absenteeism rate 0.0589 0.119 0 0.5
Patient visits 137 16.2 75 196
Average Census 125 18.6 58.2 164
Maximum Census 137 20.7 64 182

Table 1 : Descriptive statistics for nurse and patient data.

and those changes continue until the day before the actual shift. In our study, we have used the

final schedules, i.e., the last schedules in effect before any absenteeism is reported for the shift. The

resulting descriptive statistics for three shifts are presented in Table 1.

The average patient census during a shift varies substantially from day to day. After controlling

for day and week fixed effects, patient census during day shifts is more predictable (adjusted R2 =

52.2%) compared to patient census during night shifts (adjusted R2 = 32.6%). The patient census

exhibits significant serial autocorrelation (even after fixed effects are accounted for) with the census

during the previous 24 hours, which can be used to improve its predictability (adjusted R2 = 67.5%

and 50.5% for the day and night shifts respectively). The number of nurses scheduled for a particular

type of shift, e.g. Wednesday day, was highly variable. After controlling for day and week fixed

effects, the number of nurses scheduled for the day shift is slightly more predictable (with adjusted

R2 = 27.5% as compared to adjusted R2 = 24.1% for the night shift). Also, after controlling for fixed

effects, the number of nurses scheduled for a shift shows no statistically significant dependence (at

5% level) on either the patient census during that shift or on the census values for the 14 previous

shifts, which correspond to one calendar week.
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While we were unable to verify the precise reasons behind significant variations in the numbers

of scheduled nurses, we hypothesize that there are two main factors at play here. First of all, the

personnel scheduling in hospital environments is often subject to numerous constraints (e.g., union

rules). Consequently, a scheduling manager (typically, a senior nurse) may not always be able to

schedule the number of nurses he/she considers necessary for a particular shift. In addition, as

we mentioned earlier, schedules adopted a few weeks ahead of the actual shift often undergo a

series of changes. Both of these factors combine to create a set of “shocks” to the final numbers of

scheduled nurses. While such scheduling variations may not be desirable from the point of view of

managing the match between the demand for nursing services and the supply of nursing capacity,

they provide us with an opportunity to examine how the absenteeism rates are related to the

numbers of scheduled nurses.

2.2. Nurse Workload and Absenteeism: Empirical Results

In our study, we model the phenomenon of nurse absenteeism as follows. We treat all nurses as

being identical and independent decision makers, and focus on a group of yt nurses scheduled to

work during a particular shift t (t = 1 for the first shift in the data set, t = 2 for the second shift,

etc., up to t = 607). For nurse n, n = 1, ..., yt, the binary variable Yn,t denotes her decision to be

absent from work (Yn,t = 1), or to be present (Yn,t = 0). We assume that this absenteeism decision

is influenced by a number of factors expressed by the vector x which include parameters related to

workload as well as fixed effects such as the day of the week or the shift. Each nurse compares the

utility she receives from being absent from work to the utility she receives from going to work. The

difference in these utility values is given by U∗
n,t = x′tβ + εn,t, where εn,t are, for each n and t, i.i.d.

random variables with mean zero. While the utility difference U∗
n,t is an unobservable quantity, we

can potentially observe each nurse’s decision to show up for work. The decision is such that

Yn,t =
{

1, if U∗
n,t > 0,

0, if U∗
n,t ≤ 0. (1)

Assuming that εn,t follow the standardized logistic distribution (the standard normal distribution)

we obtain the logit (probit) model (Greene (2003)). Note that the assumption of standardized
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distributions (which sets the variance to 1 for the normal and to π2

3
for the logistic distributions)

is not a restrictive one. Any other variance would only introduce a multiplicative change to U∗
n,t

and, since it is only the sign of U∗
n,t that matters, nothing is changed by assuming the variance of

the standardized distributions. Similarly, the assumption that the decision changes at the utility

level of 0 and not some other arbitrary level is not a restrictive one provided that the vector of

covariates x contains a constant term. It is important to keep in mind that our empirical data do not

record attendance decisions of individual nurses - rather, we measured the aggregate absenteeism

behavior of a group of nurses scheduled for a particular shift. Consequently, we treat all nurses

scheduled for a given shift as a homogenous group and build the model for the corresponding group

behavior. In particular, we focus on maximum-likelihood-based logit estimation of the probability

of absenteeism γt during shift t.

Since our goal is to study how the nurse absenteeism rate is affected by workload, we need to

measure and quantify nurse workload for each shift. To do so we use the nurse-to-patient ratio as a

proxy for the workload nurses experience during a particular shift. The use of the nurse-to-patient

ratio as a workload proxy relies on the assumption that each ED patient generates the same amount

of nursing workload. In the absence of case mix or patient acuity data, this assumption is consistent

with the standard nurse-to-patient ratio approach used in nurse staffing and is justifiable for the

purposes of aggregate staff planning presented in Section 3. For shift t, we define the nurse-to-

patient ratio variable, denoted as NPRt, as the ratio of the number of nurses working during a

particular shift and the patient census averaged over the duration of that shift. To estimate the

number of nurses present, we assume that the number of nurses scheduled in a particular shift

is the number of nurses actually present. This assumption is consistent with the practice in the

medical unit we studied: when a nurse scheduled to work during any given shift fails to appear, the

nurse manager fills the gap by either enlisting a nurse from the preceding shift to work overtime,

or by using an external supply of nursing capacity (e.g., agency nurses). With this assumption,

the number of nurses present during each 24-hour period varies as follows: between 8:00am and



10 Green, Savin and Savva “Nursevendor” Problem

12:00pm it is equal to the number of nurses scheduled for the day shift (yt), between 12:00pm and

8:00pm it is equal to the number of nurses scheduled for the day shift (yt) plus the number of

nurses scheduled for the evening shift (et), between 8:00pm and 12:00am it is equal to the number

of nurses scheduled for the evening shift (et) plus the number of nurses scheduled for the night

shift, while between 12:00am and 8:00am it is equal to the number of nurses scheduled for the

night shift (yt). Thus, we estimate NPRt as follows

NPRt =
yt + 2

3
et

Ct

for the day shift,

NPRt =
y + 1

3
et

Ct

for the night shift, (2)

where Ct is the patient census averaged over the duration of shift t.

In making their attendance decisions for shift t, nurses may be influenced by the past values

of the nurse-to-patient ratios as well as by the value they anticipate for shift t. The absenteeism

connection to the past workload values reflects a standard “burnout” argument (Healy and McKay

(1999), Healy and McKay (2000), Demerouti et al. (2000), Bryant et al. (2000), Tummers et al.

(2001), McVicar (2003), Unruh et al. (2007), Rauhala et al. (2007)). However, one has to keep

in mind that while such an effect can be expected to be present in individual nurse absenteeism

data, it is not clear if it also transpires in the group absenteeism data, since nurses forming the

same group, i.e. scheduled for the same shift, did not necessarily experience the same sequence of

workload values in the past. The avoidance of anticipated high workloads arises because nurses are

informed in advance of their schedule and they are aware of how many (and which) other nurses

are scheduled to work on the same shift as them. Since nurses anticipate a certain patient census

E [Ct], consistent with their past experience of working in the ED, nurses form an expectation about

the anticipated workload for that shift. Naturally, if fewer (more) nurses are scheduled on that

particular shift than the nurses deem appropriate, they will anticipate a higher (lower) workload

than normal. While intuitive, this effect, to the best of our knowledge, has not been studied before.

Note that the group attendance data do not present a measurement challenge in this case, since

the nurses scheduled for the same shift are to be subjected to the same workload value.
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In order to test for the presence of the “burnout” effect, we include in xt the values of 14

lagged nurse-to-patient ratios NPRt−j, j = 1, . . . ,14, which correspond to one calendar week (as the

number of past shifts we use is rather arbitrary, we conducted our statistical analysis for several

different values to make sure the results are not sensitive to the number we choose as long as it is

sufficiently large). The “workload avoidance” effect was tested by including in xt the anticipated

value of nurse-to-patient ratio

ENPR1
t =

yt + 2
3
et

E [Ct]
for the day shift,

ENPR1
t =

yt + 1
3
et

E [Ct]
for the night shift, (3)

where et is the number of nurses scheduled in the evening shift which overlaps with 2
3

( 1
3
) of the

duration of the day (night) shift in question. While day and night shift nurses are informed in detail

about the schedule for their shifts, it is not clear that they would be as familiar with the details of

the schedule of the evening shift staffed by a different pool of nurses. Motivated by this observation,

we estimate two models based on alternative definitions of the expected nurse-to-patient ratio. In

the first definition (ENPR1
t of equation (3)) we use the exact number of evening nurses scheduled

(et), while in the second definition (ENPR2
t ) we use the average value of et (averaged over all

evening shifts in our sample). The latter formulation reflects the situation where day- and night-

shift nurses do not know precisely how many evening nurses will be present but they form a rational

expectation about this value. In other words, in the second model day- and night-shift nurses

behave as if they ignore any variation in the number of nurses scheduled for the evening shift that

overlaps with their own shift. E [Ct] is set to the expectation of patient census values computed

over all shifts in our sample. This formulation reflects an assumption that nurses, when making

their attendance decisions, use a mental model which captures any potential difference occurring

on different days/shifts with a fixed effect and, therefore, focus on expected patient census value.

We also assume that the nurses form rational expectations about the patients census which are

consistent with empirically observed patient census data. In addition to the models based on (3),
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we have also estimated several alternative variants in which, when estimating the expected patient

census during the upcoming shift, nurses a) distinguish between day and night shifts, but not

between days of the week, b) distinguish between days of the week, but not between day shifts or

night shifts, and c) distinguish between both the shift type and the day of the week. The estimation

results for these alternative models are presented in the Appendix and are quite similar to those

based on equation (3).

Besides the 14 lagged values of the nurse-to-patient ratio (NPR) and the anticipated nurse-to-

patient ratio (ENPRi
t, i = 1,2), the vector of covariates xt includes a number of dummy variables

that capture fixed effects. We include a day-of-the-week dummy variable to capture any systematic

variation in absenteeism across days, a day/night-shift fixed effect to capture variations between

day and night shifts, and a week fixed effect to capture any systematic variations which remain

constant over a period of one week and affect absenteeism but are otherwise unobservable. Finally,

we include a holiday fixed effect which takes the value of 1 on US public holidays and zero on any

other day. This last variable is designed to deal with a potential endogeneity problem, since nurses

may be inherently reluctant to work on some select days, such as public holidays. These days are

known to the management of the clinical unit which tries to accommodate nurses’ aversion by

staffing fewer nurses on such days. Nevertheless, the nurses that are scheduled to work on these

“undesirable” days are still more likely to be absent, irrespective of the chosen staffing levels.

By including the holiday variable we are trying to explicitly account for this effect. It is possible

that there exist other correlated variables that we omit, but to the extent that they do not vary

drastically over a period of one week, the week fixed effect should be able to capture the influence

of those variables.

Specifically, the models we estimate are:

logit(γt) = βi
0 +βi

ENPR×ENPRi
t +

14∑
j=1

βi
NPR,j ×NPRt−j +

7∑
d=2

βi
DAY,d×DAYd,t

+
44∑

f=2

βi
W,f ×Wf,t +βi

DAYSHIFT×DAYSHIFTt +βi
HOLIDAY×HOLIDAYt, (4)
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where γt is the probability that a nurse is absent in shift t, i = 1,2 refers to the definition of ENPRi

used, DAYd,t and Wf,t are the day and week fixed effects, DAY SHIFT t and HOLIDAYt are the

shift and holiday fixed effects. The estimation results for equation (4) are presented in Table 2.

Model I uses the first definition of the anticipated nurse-to-patient ratio (ENPR1
t ), while Model III

uses the second definition (ENPR2
t ).

As we have argued earlier, the effect of the lagged nurse-to-patient ratios as proxies for workload

experienced by the nurses, might not be detectable in the data which is aggregated across the

nurse pool. The effect of the anticipated nurse-to-patient ratio, however, does not suffer from such

data aggregation. In order to further test whether the anticipated nurse-to-patient ratio has any

effect on absenteeism, we also estimated the restricted versions of Models I and III (which we

denote as Models II and IV), where we omit the 14 lagged nurse-to-patient ratio variables. If the

lagged nurse-to-patient ratios are not related to absenteeism (i.e. if βi
NPR,j = 0 for all j = 1, ...,14),

omitting these variables will not introduce any bias even if the lagged nurse-to-patient variables

are correlated with the variables included in the model. Model II uses the first definition of the

anticipated nurse-to-patient ratio (ENPR1
t ), while Model IV uses the second definition (ENPR2

t ).

As can be seen from Table 2, the anticipated nurse-to-patient ratio has a significant effect (at

the 5% or 10% level) on absenteeism rates in Models I, III and IV. In Model II the p-value of the

anticipated nurse-to-patient ratio is 10.7%. The more nurses that are scheduled for a particular shift,

the less likely each nurse is to be absent. In particular, according to the first model we estimate, the

marginal effect of staffing an extra nurse (calculated at the mean values of all remaining independent

variables, using the expected patient census value of 109) on the individual absenteeism rate is

around 0.575% = 0.626/109. In other words, the absenteeism rate would decrease from its average

value of 7.34% to about 6.78% when an extra nurse is added to the schedule. The coefficient of

the anticipated nurse-to-patient ratio is statistically more significant in Models III and IV, where

the variation in the number of scheduled evening nurses is ignored. This might suggest that when

nurses decide whether to show up for work, they place greater emphasis on the number of nurses
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Table 2: Estimation results for logit models.

working in their shift rather than the number of nurses working in the evening shift that overlaps

with their own.
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It is interesting to note that the lag 6, lag 10 and lag 14 (lag 6 and lag 10) of the nurse-to-patient

ratio variables have positive coefficients in Model I (Model III) which are individually significant at

the 10% level. This seems to imply that the probability of a nurse being absent on any shift would

increase if the shift 3, 5 or 7 days ago had a higher nurse-to-patient ratio. Although these lags

are individually significant, the Wald test statistic and the Likelihood Ratio test statistic for joint

significance of all 14 lagged workload variables in Model I as well as Model III reject the hypothesis

(even at the 10% level) that lagged nurse-to-patient ratios have any joint explanatory power. In the

absence of any plausible explanation as to why a lighter workload on a similar shift 3, 5 or 7 days

ago might increase absenteeism, and in light of the weakness of this statistical relationship, we are

inclined to treat this result as spurious. One possible reason for our inability to find a statistically

significant connection between past workload values and the absenteeism rates may be related to

our use of cumulative, unit-level, rather than individual-nurse level absenteeism data.

Interestingly, the holiday variable’s effect is significant (at 10% confidence level) and negative,

thus suggesting that nurses are about 3.8% less likely to be absent on public holidays. In addition,

as indicated by the models that do not include the lagged variables (Models II and IV), there

is some (weak) evidence that nurses are more likely to be absent on weekends and they are also

more likely to be absent during a day shift, when conflicting family obligations often cited as an

important reason behind nurse absenteeism (Gillies (1994), Erickson et al. (2000), Nevidjon and

Erickson (2001)) are likely to be more prevalent.

Week fixed effects are jointly significant (at the 1% level) in all four models. One of the effects

that week dummies seem to pick up reasonably well is the impact of weather (in particular, heavy

snow conditions) on absenteeism. For example, week 35 of our data set includes March 2-4, 2009.

During six day and night shifts corresponding to these dates snow on the ground in New York

City was recorded to be more than 5 inches,1 the level identified by the New York Metropolitan

Transportation Authority as the one at which the public transportation disruptions are likely to

set in.2 The week-35 fixed effect is positive and significant (at the 5% level) in Models II and IV

1 www.accuweather.com

2 www.mta.info/lirr/WinterWeatherTravelTips/
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with a marginal effect equal to 8.75% in Model I and 9.80% in Model IV. Only 3 other days in our

dataset had as much snow on the ground (December 3, December 21 and January 20).

2.3. Verification Tests and Study Limitations

In order to check the validity of our model estimation procedure, we have also conducted several

verification tests described below.

2.3.1. Alternative specifications To ensure the robustness of our results, we estimated a

number of alternative modeling specifications. Namely, we estimated the models of equation (4)

under the probit specification. The results were almost identical in terms of variable significance,

model significance and magnitude of marginal effects. We also estimated variants of our models

which use month fixed effect variables instead of week fixed effect variables, and the estimation

results were similar to those for the models described by (4). Finally, we estimated models with

alternative definitions of the expected nurse-to-patient ratio, as reported in the Appendix. Our main

finding that higher (lower) anticipated nurse-to-patient ratios decrease (increase) nurse absenteeism

appears to be robust to these alternative modeling specifications.

2.3.2. Comparison Between Best-Fit Coefficients for Two Nursing Shifts: Joint ver-

sus Separate Models The model and its analysis described in Section 2.2 assume that any

difference between the night and the day shifts is completely captured by the dummy variable

“Dayshift”. However, it is possible that the two shifts are inherently different, and so are their

best-fit coefficients. To test the hypothesis that the best-fit coefficients for two shifts differ, we fit

an unrestricted binary choice model to the data for each of the two shifts separately, and compared

the fit with the restricted model fitted to both shifts by constructing a Likelihood Ratio test. The

test provides support for the hypothesis that the values of the best-fit coefficients for the two shifts

are identical; the hypothesis that these coefficients are not the same is rejected at the 5% confidence

level in all models.
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2.3.3. Data limitations The main data limitations of our study can be outlined as follows.

First, we have only collected data for a duration of ten months - and this limitation does not allow

us to study seasonal variations in the absenteeism rates. Second, our data comes from a single,

specialized clinical unit (Emergency Department) of a particular hospital. Confirming our results

using data from other types of clinical units or from a similar department of a different hospital

would strengthen our empirical findings.

Finally, our data is aggregated at the working shift level. Individual-nurse-level data would allow

us to better measure the effects of both the workload and the staffing decisions on absenteeism.

It would also enable us to observe any heterogeneity in the behavior of nurses and capture any

correlations in the absenteeism behavior of individual nurses.

3. Endogenous Nurse Absenteeism: Implications for Nurse Staffing

To study the implications of absenteeism, and, in particular, of its endogenous nature on staffing

level decisions, we construct a stylized model of nurse staffing. The aim of such a model is not to

produce a decision support tool for the clinical unit in question, but, rather, to generate managerial

insights regarding the impact of nurse absenteeism, in general, and the endogenous nature of

absenteeism, in particular, on a decision of how many nurses to staff.

We assume that a clinical unit uses the primary nursing care (PNC) mode of nursing care delivery

(Seago (2001)) which was employed in the ED we studied. Under the PNC mode, the nursing

staff includes only registered nurses (as opposed to licensed practical nurses or unlicensed nursing

personnel) who provide all direct patient care throughout the patient’s stay in the clinical unit.

The nurse staffing process starts several weeks in advance of the actual shift for which planning

is performed, and it is then that a hospital staff planner needs to decide how many nurses (y) to

schedule for that particular shift. Due to the phenomenon of absenteeism, the actual number of

nurses who show up for work on that shift, N , is uncertain. We model N as a binomial random

variable B(y,1−γ(y)), where γ(y) is the probability that any scheduled nurse will be absent from

work:
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Prob(N = k|y, γ(y)) = p(k;y, γ(y)) =
{ y!

k!(y−k)!
(γ(y))(y−k)(1− γ(y))k, for 0≤ k≤ y,

0, otherwise.
(5)

A simpler, “exogenous” approach to modeling the absenteeism would treat γ as a constant,

independent of any other problem parameters, including the number of scheduled nurses y. In a

more complex, “endogenous” setting described in Section 2, the absenteeism probability γ depends

on the anticipated nurse-to-patient ratio, which, for given expected patient census value, is a

function of y.

We assume that the clinical unit follows a policy of specifying, for each value of the average

patient census during a shift, C, a target integer number of nurses T = R(C) required to provide

an adequate patient care during a particular shift. We assume that C takes on discrete values

and that R(C) is a monotone increasing function with R(0) = 0. A simple example of R(C) is

provided by a “ratio” approach, under which R(C) = dαCe, with α∈ [0,1] representing a mandated

nurse-to-patient ratio. Alternately, if a clinical unit is modeled as a queueing system in which

patients generate service requests and nurses play the role of servers, as was done in Yankovic

and Green (2010), R(C) can take a more complex form to ensure that certain patient service

performance measures, such as the expected time patients wait to be served, conform to pre-

specified constraints. At the time of the nurse staffing decision, we assume that the decision maker

uses a known probability density function of the average patient census C during the shift for

which the personnel planning is conducted:

Prob (C = n) = pC(n), n∈N+,

∞∑
n=0

pC(n) = 1. (6)

We treat the uncertain factors in our model (the demand uncertainty expressed by the patient

census C and the supply uncertainty expressed by N) as being independent, and assume that the

realized values of C and N become known shortly before the beginning of the shift. Any nursing

shortage (R(C)−N)+ is covered by either hiring agency nurses or asking nurses who have just

completed their shift to stay overtime. We further assume that, once scheduled, all nurses are paid
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$wr per shift, whether they actually show up for work or not. In addition, if more nurses show

up for work than required (N > R(C)) they all have to be paid and cannot be “sent home”. The

per-shift cost of extra/overtime nurses is $we, which, we assume, is greater than $wr. The goal of

the decision maker is choose a nurse staffing level y which minimizes the expected cost W (y) of

meeting the target R(C):

W (y) = wry +weEC,N

[
(R(C)−N)+

]
, (7)

where EC,N denotes expectation taken with respect to both the number of patients and the number

of nurses that show up for work. Note that since there is a one-to-one correspondence in our model

between the patient demand C and the number of required nurses T , we can re-cast the calculation

of the expectation with respect to the demand value in terms of an equivalent calculation over the

distribution of T , using the corresponding probability distribution function. In particular, let Sn be

the set of average patient census values, all corresponding to the same number of required nurses

n:

Sn =
(
C ∈N+|R(C) = n

)
. (8)

Then, the probability distribution for T is given by

Prob (T = n) = pT (n), n∈N+, (9)

where

pT (n) =
∑
l∈Sn

pC(l),

∞∑
n=0

pT (n) = 1. (10)

In turn, the cost minimization based on (7) becomes

min
y∈N+

(
wry +weET,N

[
(T −N)+

])
. (11)
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Note that with no absenteeism (γ(y) = 0), the number of nurses showing up for work N is equal to

the number of scheduled nurses y, and the nurse staffing problem reduces to a standard newsvendor

model, with the optimal staffing level given by

y∗0 = min
(

y ∈N+|FT (y)≥ 1− wr

we

)
, (12)

with

FT (y) =
y∑

n=0

pT (n) (13)

being the cumulative density function of the demand function evaluated at y, and the value 1− wr
we

playing the role of the critical newsvendor fractile.

Below we present an analysis of the staffing decision (11), starting with the case of exogenous

absenteeism which we will use as a benchmark.

3.1. Optimal Nurse Staffing Under Exogenous Absenteeism Rate

Consider a clinical unit which experiences an endogenous nurses’ absenteeism rate γ(y), but treats

it as exogenous. For example, the schedule planner uses the average value of all previously observed

daily absenteeism rates, γave. The cost function to be minimized under this approach is given by

Wave(y) = wry +we

y∑
k=0

∞∑
n=0

(n− k)+pT (n)p(k;y, γave)

= wry +we

y∑
k=0

q(k)p(k;y, γave), (14)

where

q(k) =
∞∑

n=0

(n− k)+pT (n). (15)

The optimal staffing level in this case is expressed by the following result.

Proposition 1. a) The minimizer of (14) is given by

y∗ave = min

(
y ∈N+|

y∑
k=0

FT (k)p(k;y, γave)≥ 1− wr

we(1− γave)

)
, (16)

and is a non-increasing function of wr
we

.
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Figure 1: Optimal staffing level as a function of the absenteeism rate for different values of the cost ratio wr
we

and a

discrete uniform target nursing level distribution with support on [0, Tmax] with Tmax = 10.

b) Consider two cumulative distribution functions for the required number of nurses T , F 1
T (k)

and F 2
T (k) such that F 1

T (k) ≥ F 2
T (k) for all k ∈ N+, and let y∗,iave be the optimal staffing levels

corresponding to F i
T (k), i = 1,2. Then, y∗,1ave ≤ y∗,2ave.
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We relegate all the proofs to the Appendix. Note that (16) represents a generalization of the

expression for the optimal staffing levels without absenteeism (12). As in the no-absenteeism setting,

it is never optimal to decrease staffing levels when the target nursing level increases or when the

cost advantage associated with earlier staffing becomes more pronounced. While this behavior of

the optimal policy is intuitive, the dependence of the optimal staffing levels on the value of the

absenteeism rate is not as straightforward. In particular, depending on the interplay between the

ratio of the cost parameters wr
we

, the characteristics of the target nursing level distribution, and the

absenteeism rate, the increase in the absenteeism rate can increase or decrease the optimal staffing

level. A detailed characterization can be obtained for some target nursing level distributions, for

example, for a discrete uniform distribution:

Corollary 1. Let

FT (k) =
{

k+1
Tmax+1

, for 0≤ k≤ Tmax,

1, k≥ Tmax.
(17)

Then, for wr
we
≥ 1

4
, the optimal nurse staffing level is given by

y∗ave =
⌈(

Tmax

1− γave

− Tmax +1
(1− γave)2

wr

we

)⌉
, (18)

and is a non-decreasing (non-increasing) function of γave for γave ≤ γu
ave (γave > γu

ave), where

γu
ave = max

(
0,1− 2

(
1+

1
Tmax

)
wr

we

)
. (19)

The monotonicity properties of the optimal staffing levels formalized in Corollary 1 are illustrated

in Figure 1: for a given value of the cost ratio wr
we

, there exists a critical value of the absenteeism

rate γu
ave for which the optimal response to an increase in absenteeism switches from staffing more

nurses to staffing fewer. Note that, irrespective of the distribution for targeted nursing level, for

high value of the absenteeism rate or high value of the cost ratio wr
we

(to be precise, for γave ≥

1− wr
we

), it is more cost-effective not to staff any nurses in advance and to rely exclusively on the

extra/overtime mechanisms of supplying the nursing capacity. For low values of the absenteeism

rate and low values of the cost ratio wr
we

, higher absenteeism can induce an increase in staffing level,
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as it is cheaper to counter the increased absenteeism by staffing more nurses. However, as the cost

ratio wr
we

increases, it becomes more cost-effective to staff fewer nurses, relying increasingly on the

extra/overtime supply mechanism. The fact that the critical rate γu
ave is a non-decreasing function

of the expected demand and the non-increasing function of the cost ratio wr
we

is intuitive: the higher

are the expected demand for nurses and the cost advantage of earlier staffing, the wider is the range

of absenteeism rates which justify a staffing increase as a response to an increase in the threat of

absenteeism.

3.2. Endogenous Absenteeism: Optimal Staffing

We now explicitly take into account the endogenous nature of nurse absenteeism. Consistent with

our empirical findings, in particular, with the logit model specification, we use

γ(y) =
1

1+ eα+βy
, (20)

where both α and β are positive constants. The assumption about positive values for these absen-

teeism rate parameters is plausible in a wide range of settings: β > 0 implies that the absenteeism

rate declines with the number of scheduled nurses, while α > 0 ensures that the absenteeism rate

is not too high even when the number of scheduled nurses is low and the anticipated workload is

high. In particular, evaluating the best-fit logit model in (4) using the estimates reported in Table

2 we obtain

β =−β1
ENPR

E[Ct]
= 0.092, (21)

with β1
ENPR =−10.01, E[Ct] = 109.0. In order for the average absenteeism rate to match our sample

average of 7.34% we set

α = 1.533. (22)

In the endogenous absenteeism setting, the expected staffing cost (11) becomes

W (y) = wry +weL(y, γ(y)), (23)
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where

L(y, γ(y)) =
y∑

k=0

q(k)p(k;y, γ(y)), (24)

with q(k) defined by (15). Note that for general absenteeism rate function γ(y) the increasing

marginal property of the “exogenous” staffing cost function (14) with respect to the number of

scheduled nurses may not hold. Below we formulate a sufficient condition for this property to be

preserved under endogenous absenteeism. First, for a given distribution of the targeted nursing

level pT (k), k≥ 0, we introduce the following quantity:

γT (y) = 1−min


1,

( ∑∞
k=y−2 pT (k)

ypT (y− 1)+ pT (y− 2)

) 1
y−1


 , y ∈N+, y≥ 2. (25)

As shown below, (25) represents one of the bounds on the absenteeism rate function which ensure

the optimality of the greedy-search approach to finding the optimal nurse staffing level.

Proposition 2. Consider an endogenous absenteeism setting characterized by (20) with α,β ≥ 0.

Then, the optimal staffing level is given by

y∗ = min
(

y ∈N+|L(y +1, γ(y +1))−L(y, γ(y))≥−wr

we

)
, (26)

and is a non-increasing function of wr
we

, provided that

γ(y)≤min
(

2
y
, γT (y)

)
(27)

for any y≥ y∗. In addition, consider two cumulative distribution functions for the required number

of nurses T , F 1
T (k) and F 2

T (k) such that F 1
T (k)≥ F 2

T (k) for all k ∈N+, and let y∗,i be the optimal

staffing levels corresponding to F i
T (k), i = 1,2. Then, y∗,1 ≤ y∗,2, provided that (27) holds for any

y≥ y∗,2.

The sufficient condition (27) states, intuitively, that the increasing marginal shape of the staffing

cost function with respect to the number of scheduled nurses is preserved under endogenous absen-

teeism if the absenteeism rate is not too high, so that (23) is not too different from the cost function

in (11). In particular, this sufficient condition requires that the absenteeism rate function is limited



Green, Savin and Savva “Nursevendor” Problem 25

from above by two separate bounds. The first bound implies that the expected number of absent

nurses does not exceed 2 irrespective of the number of nurses actually scheduled for work. For the

absenteeism rate function (20) this is ensured by the following restriction on the values of α and

β:

Lemma 1. For γ(y) = 1
1+eα+βy , with α,β ≥ 0,

2βe1+α+2β ≥ 1⇒ yγ(y)≤ 2. (28)

In the ED we studied, the estimated values of α = 1.533 and β = 0.092 are high enough to satisfy

(28). In particular, the maximum value of the product of number of scheduled nurses y and the

estimated absenteeism rate calculated using these values is equal to 0.804, well below 2.

The second bound on the right-hand side of (27) takes the form of an effective absenteeism rate

function which depends exclusively on the distribution of the targeted nursing level. Note that

γT (y)≥ 0 if and only if

pT (y− 1)∑∞
k=y−1 pT (k)

≥ 1
y
. (29)

The expression of the left-hand side of (29) is the hazard rate function for the distribution of

the targeted nursing level. Thus, (29) stipulates that the bound described by (27) is meaningful

only in settings where such hazard rate evaluated at y exceeds 1
y+1

: for example, for the discrete

uniform distribution on [0, Tmax], (29) is satisfied if and only if y≥ Tmax
2

+1, i.e., when the number

of scheduled nurses exceeds the expected need for nurses. Note that the constraint γ(y) ≤ γT (y)

implies, in the same spirit as (28), the lower-bound restriction on the values of α and β:

γ(y)≤ γT (y)⇔ α +βy≥ log
(

1− γT (y)
γT (y)

)
. (30)

For the case when the targeted nursing level is given by the discrete uniform distribution on

[0, Tmax], γT (y) = 1−min
(

1,
(

Tmax−y+3
y+1

) 1
y−1

)
, and is an increasing function of y. Thus, for given

values of α and β, (27) is satisfied provided that the number of scheduled nurses is high enough:

there exists a critical threshold yU(Tmax) such that γ(y) ≤ γT (y) for any y ≥ yU(Tmax). Figure 2
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Figure 2: yU (Tmax) and the optimal staffing levels for wr
we

= 0.2 and wr
we

= 0.8 under discrete uniform distribution for

the target nursing level as functions of the expected target nursing level Tmax
2

(α = 1.533, β = 0.092).

shows the bound yU(Tmax) as well as the optimal staffing levels for two values of the cost ratio

wr
we

= 0.2 and wr
we

= 0.8 as functions of Tmax for α = 1.533 and β = 0.092. Note that in settings

with a substantial cost premium for extra/overtime nursing capacity the sufficient conditions of

Proposition 2 are satisfied even for moderate values of expected demand for nurses (in particular,

for wr
we

= 0.2, (27) holds when Tmax
2
≥ 4). On the other hand, in settings where the costs of regular

and extra/overtime staffing are comparable, (27) may turn out to be overly restrictive.

3.3. Endogenous Absenteeism: Myopic Staffing with Learning vs. Optimal Staffing

In this section, we compare the optimal nurse staffing levels with those made by a clinical unit

which treats the absenteeism rate as being exogenous and employs a trial-and-error procedure we

label “myopic staffing with learning”. In this latter case, the clinical unit selects staffing level yML

such that

yML = min

(
y ∈N+|

y∑
k=0

FT (k)p(k;y, γ(yML))≥ 1− wr

we(1− γ(yML))

)
, (31)

with γ(y) defined by (20). Note that (31) reflects a self-consistent way of selecting the staffing

level: yML is the best staffing decision in the setting where the absenteeism rate is exogenous and
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determined by γ(yML). In other words, a clinical unit assuming that the absenteeism rate is given

by constant value γ(yML) will respond by scheduling yML nurses and, as a result of this decision,

will observe exactly the same value of the absenteeism rate, even if the true absenteeism process is

endogenous and described by γ(y). An intuitive way of rationalizing the choice of yML is to consider

a sequence of “exogenous” staffing levels yn, n∈N+, such that

yn+1 = min

(
y ∈N+|

y∑
k=0

FT (k)p(k;y, γ(yn))≥ 1− wr

we(1− γ(yn))

)
, n∈N+. (32)

Equation (32) reflects a sequence of repeated adjustments of staffing levels, starting with some y0,

each based on the value of the absenteeism rate observed after the previously chosen staffing level

is implemented. In this updating scheme, yML can be thought of as the limit limn→∞ yn, if such

limit exists. It is important to note that for a general demand distribution FT (k) and a general

absenteeism rate function γ(y), the set of staffing levels E satisfying (31) may be empty or may

contain multiple elements. The analysis of existence and uniqueness of yML is further complicated

by the discrete nature of staffing levels. In the following discussion, we by-pass this analysis and

assume that there exists at least one staffing level satisfying (31). As the following result shows, even

if E contains multiple elements, each of them is bounded from above by the optimal “endogenous”

staffing level.

Proposition 3. Consider y∗ defined by (26) and suppose that a) (27) holds, and b) the set of

staffing levels satisfying (31), E, is non-empty. Then,

yML ≤ y∗ (33)

for any yML ∈E.

Proposition 3 implies that ignoring the endogenous nature of absenteeism can lead to understaffing

in settings where the endogenous absenteeism rate declines with the number of scheduled nurses.

Figure 3 illustrates the degree of such understaffing as a function of the cost ratio wr
we

assuming

a discrete uniform targeted nursing level distribution on [0, Tmax], Tmax = 20, for different combi-

nations of absenteeism rate parameters α and β. Cost ratio values were varied from wr
we

= 0.01 to
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Figure 3: Optimal staffing levels y∗, self-consistent staffing levels yML, and “exogenous” staffing levels yave as functions

of the cost ratio wr
we

under discrete uniform distribution for the targeted nursing level with the support

on [0, Tmax], Tmax = 20, for different combinations of absenteeism rate parameters.

wr
we

= 0.99 in the steps of 0.01, and the search for the optimal number of nurses was conducted on

the interval of integers between 0 and 40. Figure 3 also shows nurse staffing levels yave obtained

under the exogenous absenteeism rate γave computed by averaging the estimated absenteeism rate

function γ(y) = 1
1+eα+βy over the nurse staffing levels observed in our empirical study:
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γave =
1

ymax− ymin +1

(
ymax∑

y=ymin

1
1+ eα+βy

)
, (34)

where ymin = 0 and ymax = 20 reflect the smallest and largest possible targeted nursing level real-

izations. Note that for the values estimated from our data, α = 1.533 and β = 0.092, γave = 0.09.

As Figure 3 shows, both the ML and the “exogenous” approaches may be off by one or two nurses

as compared to the optimal staffing levels. This staffing gap may be significant in cases where the

cost ratio wr
we

is relatively high and the overall number of staffed nurses is low. Note that in the

absenteeism settings described by relatively high values of α and relatively low values of β the mag-

nitude of derivative of the absenteeism rate over the number of scheduled nurses, βγ(y)(1− γ(y))

is made insignificant by low values of both β and γ(y) (the latter one being a result of high α).

Thus, in such settings, the absenteeism rate function is nearly constant. Figure 3 also shows the

staffing decisions in an alternative absenteeism environment: for α = 0 and β = 0.432, the value of

the average absenteeism rate computed using (34) is still 0.09, and yet the shape of the absenteeism

rate function cannot be well approximated by any constant absenteeism rate. As a result, large

staffing gaps may open up: the maximum staffing gap is 5 under the exogenous policy, and 11 under

the ML policy. Figure 4 shows the relative cost gaps for the exogenous and the ML policies for the

same combinations of model parameters: while for α = 1.533 and β = 0.092 maximum cost gaps

were 0.5% and 6.6% for the ML and the exogenous policies, respectively, a shift to a higher degree

of absenteeism endogeneity (α = 0 and β = 0.432) results in a potential performance deterioration

for both policies (maximum performance gaps are now 26% for the ML policy and 13% for the

endogenous policy).

4. Discussion

In our empirical study, we have used observations from a large urban hospital ED to study nurse

absenteeism behavior at the shift level. We find that nurse absenteeism is exacerbated when fewer

nurses are scheduled for a particular shirt. This is consistent with nurses exhibiting aversion to

anticipated workload. We do not find any evidence to support the hypothesis that unusually high
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Figure 4: Performance gaps between the optimal staffing policy and the “myopic-with-learning” (ML) and “exoge-

nous” policies as functions of the cost ratio wr
we

under discrete uniform distribution for the target nursing

level with the support on [0, Tmax], Tmax = 20, for different combinations of absenteeism rate parameters.

workloads in previous shifts affect absenteeism. This might be due to the fact that the shift level

data we use does not allow us to measure individual nurse workloads.

On the analytical front, we demonstrated that the failure to properly account for the endogenous

nature of nurse absenteeism can lead to significant deviations from optimal staffing decisions. In

particular, in settings where higher numbers of scheduled nurses result in lower absenteeism rates, a
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clinical unit which treats absenteeism as an exogenous phenomenon, will often under-supply nursing

staff capacity even if allowed to repeatedly adjust its staffing decisions in response to observed

absenteeism rates. Such understaffing may result in substantial cost increases even in settings with

low absenteeism rates, as long as absenteeism exhibits a substantial degree of endogeneity.

It is important to note that our assumption about the unlimited availability of extra/overtime

nursing capacity may not be valid in some clinical environments. In such environments, it may be

impossible to replace absent nurses at a reasonable cost or in reasonable time, and the endogeneity

of absenteeism can lead to significant understaffing with the possibility of serious deterioration of

service quality and longer ED delays. In other clinical units, the use of agency nurses who may be

less familiar with the unit can lead to similar declines in quality of patient care and in an increase

in the rate of medical errors. Thus, the accurate understanding of the nature of nurse absenteeism

and the use of a model that accurately incorporates this phenomenon in determining appropriate

staffing levels is imperative to assuring high quality patient care.
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Appendix

Estimating Absenteeism Rates Using Alternative Workload Anticipation Models

In addition to the models estimated in Section 2 which involved two definitions of the anticipated

workload variable (ENPR1
t and ENPR2

t ), we also test six alternative definitions of anticipated

workload.

• Under the alternatives i = 3 and i = 4, the denominator of ENPRi
t is set to the expectation of

patient census values computed only over shifts of the same type as t (i.e., over all day shifts if t

corresponds to a day shift, or over all night shifts, if t corresponds to a night shift). Furthermore,

ENPR3
t uses the actual number of nurses scheduled in the evening shift while ENPR4

t uses the

expected number of nurses scheduled in the evening shift, where this expectation is also computed

only over shifts of the same type. Under this alternative, nurses distinguish explicitly between day

and night shifts, but not between days of the week, when calculating the expected nurse-to-patient

ratio for the upcoming shift. Any differences between days of the week are captured by the weekday

dummy.

• Under the alternative i = 5 and i = 6, the denominator of ENPRi
t is set to the expectation of

patient census values computed only over shifts that belong to the same type of day as t (i.e., over

all Monday shifts if t corresponds to a Monday shift, etc.). Furthermore, ENPR5
t uses the actual

number of nurses scheduled in the evening shift while ENPR6
t uses the expected number of nurses

scheduled in the evening shift, where this expectation is also computed only over shifts that belong

to the same day. Under this alternative, when calculating the expected nurse-to-patient ratio for

the upcoming shift, nurses distinguish explicitly between days of the week, but not between day

shifts or night shifts. Any differences between the day and the night shift are captured by the shift

dummy.

• Under the alternatives i = 7 and i = 8, the denominator of ENPRi
t is set to the expectation

of patient census values computed only over shifts that belong to the same type and the same

type of day as t (i.e., over all Monday day shifts if t corresponds to a day shift on Monday, etc.).
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Furthermore, ENPR7
t uses the actual number of nurses scheduled in the evening shift while ENPR8

t

uses the expected number of nurses scheduled in the evening shift, where this expectation is also

computed only over shifts that belong to the same day and type. Under this alternative, for a given

value of yt, scheduled nurses anticipate different nurse-to-patient ratios, depending on both day of

the week and the type of the shift (day or night) that t corresponds to.

These six “workload anticipation” alternatives along with the alternatives i = 1,2 estimated in

Section 2 correspond to eight mental models nurses may potentially use for estimating workload

during an upcoming shift, with the least sophisticated among them being alternative 2, followed

by 1 then 4, 3, 6, 5, 8, and 7 which is the most sophisticated alternative. Besides workload related

variables, we also include the fixed effects of Section 2. Namely, we include dayshift, holiday and

day of the week dummies as well as week fixed effects. As in Section 2, for each of the 6 new

definitions of the anticipated workload, we will use our data to estimate two different logit models.

The first model includes the 14 lag workload variables while the second does not. Specifically,

further to the four models estimated in Section 2, the 12 models we will estimate are:

logit(γt) = βi
0 +βi

ENPR×ENPRi
t +

14∑
j=1

βi
NPR,j ×NPRt−j +

7∑
d=2

βi
DAY,d×DAYd,t

+
44∑

f=2

βi
W,f ×Wf,t +βi

DAYSHIFT×DAYSHIFTt +βi
HOLIDAY×HOLIDAYt

where i ∈ {3, ...,8} refers to the definition of ENPRi used, DAYd,t and Wf,t are the day and week

fixed effects, DAY SHIFT t and HOLIDAYt are shift and holiday fixed effects.

We report the estimation results for these 12 models in the enclosed Table 3. We only report

the marginal effects of the estimation on the probability of absenteeism. In all of the models

estimated, the lagged nurse-to-patient variables are not jointly significant at the 10% confidence

level, although individually for some models the lag 6, 10 and 14 variable appear to be significant.

In 11 out of the 12 models, the anticipated workload is significant at the 5% or the 10% level with

a negative coefficient with a statistically similar magnitude to the coefficient of the anticipated

workload variable reported in Section 2. We also find that the holiday dummy variable is significant

at the 1% level and negative, suggesting that nurses are less likely to be absent on a holiday.



Green, Savin and Savva “Nursevendor” Problem 3

Interestingly, in Models VI, VIII, XIV and XVI, where the anticipated workload is adjusted

according to the shift, we find that the shift fixed effect is no longer significant. A possible explana-

tion for this is that the difference in absenteeism between the day and the night shift is completely

explained by the difference in anticipated workload between the two shifts. In contrast, in all models

where we omit the lagged workload variables (i.e. all “even-numbered” models), including Models

X, XII, XIV and XVI, where the anticipated workload variable is adjusted according to the day of

the week, we still find that there is a significant difference between weekends and weekdays. Nurses

are more likely to be absent on the weekend, and this increase in the probability of absenteeism is

not explained by the differences in workloads between the weekdays and the weekends.

Proof of Proposition 1

Note that Wave(y+1)−Wave(y) = wr +we (L(y +1, γave)−L(y, γave)) = wr +we∆L(y, γave). We will

establish the result of the proposition by showing that ∆L(y, γave)≤ 0 and

∆2L(y, γave) = L(y +2, γave)− 2L(y +1, γave)+L(y, γave)≥ 0. First, note that

q(k +1)− q(k) =
∞∑

n=k+1

(n− k− 1)pT (n)−
∞∑

n=k

(n− k)pT (n) =−
∞∑

n=k+1

pT (n)≤ 0, (A1)

and

q(k +2)− 2q(k +1)+ q(k) =−
∞∑

n=k+2

pT (n)+
∞∑

n=k+1

pT (n) = pT (k +1)≥ 0. (A2)

Then,

∆L(y, γave) = L(y +1, γave)−L(y, γave) =
y+1∑
k=0

q(k)p(k;y +1, γave)−
y∑

k=0

q(k)p(k;y, γave)

=
y+1∑
k=0

q(k)(p(k;y +1, γave)− p(k;y, γave)), (A3)

where we have used p(y +1;y, γave))≡ 0. Next, using the following property of the binomial distri-

bution

p(k;y +1, γave) = (1− γave)p(k− 1;y, γave)+ γavep(k;y, γave), k = 0, . . . , y (A4)
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Table 3: Estimation results for alternative ENPR models.

which assumes that p(k− 1;y, γave)≡ 0, we get for (A3)

y+1∑
k=0

q(k)(p(k;y +1, γave)− p(k;y, γave))

= (1− γave)
y+1∑
k=0

q(k) (p(k− 1;y, γave)− p(k;y, γave))
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= (1− γave)
y+1∑
k=0

(q(k +1)− q(k))p(k;y, γave)

= (1− γave)
y∑

k=0

(q(k +1)− q(k))p(k;y, γave)≤ 0, (A5)

where in the second line we have used

y+1∑
k=0

q(k)p(k− 1;y, γave) =
y+1∑
k=1

q(k)p(k− 1;y, γave) =
y∑

k=0

q(k +1)p(k;y, γave)

=
y+1∑
k=0

q(k +1)p(k;y, γave). (A6)

Similarly,

∆2L(y, γave) = L(y +2, γave)− 2L(y +1, γave)+L(y, γave)

= (1− γave)

(
y+2∑
k=0

(q(k +1)− q(k))p(k;y +1, γave)−
y+1∑
k=0

(q(k +1)− q(k))p(k;y, γave)

)

= (1− γave)

(
y+2∑
k=0

(q(k +1)− q(k)) (p(k;y +1, γave)− p(k;y, γave))

)
, (A7)

where we have used p(y +2;y, γave)≡ 0. Further, using (A4) in (A7) we get

= (1− γave)

(
y+2∑
k=0

(q(k +1)− q(k)) (p(k;y +1, γave)− p(k;y, γave))

)

= (1− γave)2

(
y+2∑
k=0

(q(k +1)− q(k)) (p(k− 1;y, γave)− p(k;y, γave))

)
. (A8)

Note that

=

(
y+2∑
k=0

(q(k +1)− q(k))p(k− 1;y, γave)

)
=

(
y+2∑
k=1

(q(k +1)− q(k))p(k− 1;y, γave)

)

=

(
y+1∑
k=0

(q(k +2)− q(k +1))p(k;y, γave)

)
=

(
y+2∑
k=0

(q(k +2)− q(k +1))p(k;y, γave)

)
, (A9)

where we have used p(−1;y, γave) ≡ p(y + 1;y, γave) ≡ p(y + 2;y, γave) ≡ 0. Thus, using (A9), we

obtain for (A8)

∆2L(y, γave) = (1− γave)2

(
y∑

k=0

(q(k +2)− 2q(k +1)+ q(k))p(k;y, γave)

)
≥ 0. (A10)

Thus, since ∆L(y, γave) is non-positive and non-decreasing in y, we conclude that the smallest y for

which ∆L(y, γave)≥−wr
we

is the global minimum of Wave(y). Note that because of the monotonicity
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of ∆L(y, γave) with respect to y, larger values of wr
we

translate into equal or smaller values of y∗ave.

In addition, note that, combining (A1) and (A5), we get

∆L(y, γave) =−
(

(1− γave)
y∑

k=0

(1−FT (k))p(k;y, γave)

)
, (A11)

so that

∆L(y, γave)≥−wr

we

(A12)

is equivalent to
y∑

k=0

FT (k)p(k;y, γave)≥ 1− wr

we(1− γave)
. (A13)

Now, consider F 1
T (k) and F 2

T (k) such that F 1
T (k)≥ F 2

T (k) for any k ∈N+ and let ∆L1(y, γave) and

∆L2(y, γave) be the respective expressions on the left-hand side of (A11). Then, ∆L1(y, γave) ≥

∆L2(y, γave) for any y ∈N+ and, respectively,

y∗,1ave = min
(

y ∈N+|∆L1(y, γave)≥−wr

we

)

≤ min
(

y ∈N+|∆L2(y, γave)≥−wr

we

)
= y∗,2ave. (A14)

¤

Proof of Corollary 1

Under the discrete uniform demand distribution specified by (17), the sum in the expression for

the optimal staffing level (16) becomes

y∑
k=0

FT (k)p(k;y, γave) =

{
y(1−γave)+1

Tmax+1
, for y≤ Tmax,

1
Tmax+1

∑Tmax

k=0 (k +1)p(k;y, γave)+
∑y

k=Tmax+1 p(k;y, γave), y≥ Tmax +1.

(A15)

Note that for y = Tmax, (A15) becomes

Tmax(1− γave)+ 1
Tmax +1

= 1− γaveTmax

Tmax +1
≥ 1− wr

we(1− γave)
, (A16)

as long as

wr

we

≥ γave(1− γave)
Tmax

Tmax +1
. (A17)
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The supremum of the right-hand side of (A17) is 1
4

(for γave = 0.5 and Tmax →∞), so that (A17)

is implied by wr
we
≥ 1

4
. Thus, under this condition, the optimal staffing level does not exceed Tmax

and, consequently,

y∗ave = min
(

y ∈N+ | y(1− γave)+ 1
Tmax +1

≥ 1− wr

we(1− γave)

)
=

⌈(
Tmax

1− γave

− Tmax +1
(1− γave)2

wr

we

)⌉
. (A18)

Further, differentiating the expression under the “ceiling” function on the right-hand side of (A18)

with respect to γave, we get

1
(1− γave)2

(
Tmax− 2 (Tmax +1)

wr

we(1− γave)

)
, (A19)

which is non-negative (non-positive) if and only if γave ≤ γu
ave. ¤

Proof of Proposition 2

Using

L(y, γ(y)) =
y∑

k=0

q(k)p(k;y, γ(y)), (A20)

we have

W (y +1)−W (y) = wr +we∆L(y, γ(y)), (A21)

where

∆L(y, γ(y)) = L(y +1, γ(y +1))−L(y, γ(y)). (A22)

Now,

∆L(y, γ(y)) =
y+1∑
k=0

q(k)p(k;y +1, γ(y +1))−
y∑

k=0

q(k)p(k;y, γ(y +1))

+
y∑

k=0

q(k)p(k;y, γ(y +1))−
y∑

k=0

q(k)p(k;y, γ(y)). (A23)

Using (A1) and (A5), we have

y+1∑
k=0

q(k)p(k;y +1, γ(y +1))−
y∑

k=0

q(k)p(k;y, γ(y +1))

= −(1− γ(y +1))
y∑

k=0

(1−FT (k))p(k;y, γ(y +1))≤ 0. (A24)
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Next,

y∑
k=0

q(k)(p(k;y, γ(y +1))− p(k;y, γ(y))) =
y∑

k=0

q(k)
∫ y+1

y

∂p(k;y, γ(s))
∂s

ds

=
y∑

k=0

q(k)
∫ y+1

y

∂p(k;y, γ(s))
∂γ(s)

dγ(s)
ds

ds.

=
∫ y+1

y

ds
dγ(s)

ds

y∑
k=0

q(k)
∂p(k;y, γ(s))

∂γ(s)
. (A25)

Note that

y∑
k=0

q(k)
∂p(k;y, γ(s))

∂γ(s)

=
y∑

k=0

q(k)
((

y!
k!(y− k)!

)
(y− k)γ(s)y−k−1(1− γ(s))k− kγ(s)y−k(1− γ(s))k−1

)

=
y−1∑
k=0

q(k)
(

y!
k!(y− k− 1)!

)
γ(s)y−k−1(1− γ(s))k−

y∑
k=1

q(k)
(

y!
(k− 1)!(y− k)!

)
γ(s)y−k(1− γ(s))k−1

= y

y−1∑
k=0

q(k)p(k;y− 1, γ(s))− y

y∑
k=1

q(k)p(k− 1;y− 1, γ(s))

= y

y−1∑
k=0

(1−FT (k))p(k;y− 1, γ(s)), (A26)

so that (A25) becomes

y∑
k=0

q(k)(p(k;y, γ(y +1))− p(k;y, γ(y))) = y

∫ y+1

y

ds
dγ(s)

ds

y−1∑
k=0

(1−FT (k))p(k;y− 1, γ(s))≤ 0,

(A27)

since dγ(s)

ds
< 0. Thus, combining (A24) and (A27), we get ∆L(y, γ(y))≤ 0. Further, consider

∆2L(y, γ(y)) = ∆L(y +1, γ(y +1))−∆L(y, γ(y))

= −(1− γ(y +2))
y+1∑
k=0

(1−FT (k))p(k;y +1, γ(y +2))+ (1− γ(y +1))
y∑

k=0

(1−FT (k))p(k;y, γ(y +1))

+ (y +1)
∫ y+2

y+1

ds
dγ(s)

ds

y∑
k=0

(1−FT (k))p(k;y, γ(s))

− y

∫ y+1

y

ds
dγ(s)

ds

y−1∑
k=0

(1−FT (k))p(k;y− 1, γ(s)). (A28)

Focusing on the second line in (A28), we get

−(1− γ(y +2))
y+1∑
k=0

(1−FT (k))p(k;y +1, γ(y +2))+ (1− γ(y +1))
y∑

k=0

(1−FT (k))p(k;y, γ(y +1))
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= −(1− γ(y +2))
y+1∑
k=0

(1−FT (k))p(k;y +1, γ(y +2))+ (1− γ(y +2))
y∑

k=0

(1−FT (k))p(k;y, γ(y +2))

− (1− γ(y +2))
y∑

k=0

(1−FT (k))p(k;y, γ(y +2))+ (1− γ(y +1))
y∑

k=0

(1−FT (k))p(k;y, γ(y +1))

= (1− γ(y +2))

(
y∑

k=0

(1−FT (k))p(k;y, γ(y +2))−
y+1∑
k=0

(1−FT (k))p(k;y +1, γ(y +2))

)

+
y∑

k=0

(1−FT (k)) ((1− γ(y +1))p(k;y, γ(y +1))− (1− γ(y +2))p(k;y, γ(y +2))) . (A29)

Note that, using (A7)-(A10), we obtain

(1− γ(y +2))

(
y∑

k=0

(1−FT (k))p(k;y, γ(y +2))−
y+1∑
k=0

(1−FT (k))p(k;y +1, γ(y +2))

)

= (1− γ(y +2))2
(

y∑
k=0

pT (k +1)p(k;y, γ(y +2))

)
≥ 0. (A30)

Further,

y∑
k=0

(1−FT (k)) ((1− γ(y +1))p(k;y, γ(y +1))− (1− γ(y +2))p(k;y, γ(y +2)))

= −
y∑

k=0

(1−FT (k))
∫ y+2

y+1

∂((1− γ(s))p(k;y, γ(s)))
∂s

ds

= −
y∑

k=0

(1−FT (k))
∫ y+2

y+1

∂((1− γ(s))p(k;y, γ(s)))
∂γ(s)

dγ(s)
ds

ds. (A31)

Focusing on the third and the fourth lines in (A28), we obtain

(y +1)
∫ y+2

y+1

ds
dγ(s)

ds

y∑
k=0

(1−FT (k))p(k;y, γ(s))− y

∫ y+1

y

ds
dγ(s)

ds

y−1∑
k=0

(1−FT (k))p(k;y− 1, γ(s))

= (y +1)
∫ y+2

y+1

ds
dγ(s)

ds

y∑
k=0

(1−FT (k))p(k;y, γ(s))− y

∫ y+2

y+1

ds
dγ(s)

ds

y−1∑
k=0

(1−FT (k))p(k;y− 1, γ(s))

+ y

∫ y+2

y+1

ds
dγ(s)

ds

y−1∑
k=0

(1−FT (k))p(k;y− 1, γ(s))− y

∫ y+1

y

ds
dγ(s)

ds

y−1∑
k=0

(1−FT (k))p(k;y− 1, γ(s))

= (y +1)
∫ y+2

y+1

ds
dγ(s)

ds

y∑
k=0

(1−FT (k))p(k;y, γ(s))− y

∫ y+2

y+1

ds
dγ(s)

ds

y−1∑
k=0

(1−FT (k))p(k;y− 1, γ(s))

+ y

∫ y+2

y+1

ds
dγ(s)

ds

y−1∑
k=0

(1−FT (k))p(k;y− 1, γ(s))− y

∫ y+2

y+1

ds
dγ(s− 1)

ds

y−1∑
k=0

(1−FT (k))p(k;y− 1, γ(s− 1))

= (y +1)
∫ y+2

y+1

ds
dγ(s)

ds

y∑
k=0

(1−FT (k))p(k;y, γ(s))− y

∫ y+2

y+1

ds
dγ(s)

ds

y−1∑
k=0

(1−FT (k))p(k;y− 1, γ(s))
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− βy

∫ y+2

y+1

ds

(
y−1∑
k=0

(1−FT (k)) (γ(s)(1− γ(s))p(k;y− 1, γ(s))− γ(s− 1)(1− γ(s− 1))p(k;y− 1, γ(s− 1)))

)

=
∫ y+2

y+1

ds
dγ(s)

ds

y∑
k=0

(1−FT (k)) ((y +1)p(k;y, γ(s))− yp(k;y− 1, γ(s)))

− βy

∫ y+2

y+1

ds

∫ s

s−1

dξ
dγ(ξ)

dξ

y−1∑
k=0

(1−FT (k))
∂(γ(ξ)(1− γ(ξ))p(k;y− 1, γ(ξ)))

∂γ(ξ)
, (A32)

where we have used dγ(s)

ds
=−βγ(s)(1− γ(s)). Combining (A31) and (A32), we get

∫ y+2

y+1

ds
dγ(s)

ds

y∑
k=0

(1−FT (k))
(
−∂(1− γ(s))p(k;y, γ(s))

∂γ(s)
+ (y +1)p(k;y, γ(s))− yp(k;y− 1, γ(s))

)

− βy

∫ y+2

y+1

ds

∫ s

s−1

dξ
dγ(ξ)

dξ

y−1∑
k=0

(1−FT (k))
∂(γ(ξ)(1− γ(ξ))p(k;y− 1, γ(ξ)))

∂γ(ξ)

=
∫ y+2

y+1

ds

γ(s)
dγ(s)

ds

y∑
k=0

(1−FT (k)) 2p(k;y, γ(s)) (y(γ(s)− 1)+ k + γ(s))

− βy

∫ y+2

y+1

ds

∫ s

s−1

dξ
dγ(ξ)

dξ

y−1∑
k=0

(1−FT (k))
∂(γ(ξ)(1− γ(ξ))p(k;y− 1, γ(ξ)))

∂γ(ξ)
,

= −β

∫ y+2

y+1

ds(1− γ(s))
y∑

k=0

(1−FT (k)) 2p(k;y, γ(s)) (y(γ(s)− 1)+ k + γ(s))

− βy

∫ y+2

y+1

ds

∫ s

s−1

dξ
dγ(ξ)

dξ

y−1∑
k=0

(1−FT (k))p(k;y− 1, γ(ξ)) (y(1− γ(ξ))− k− γ(ξ)) ,

= 2β

∫ y+2

y+1

ds(1− γ(s))
y∑

k=0

(1−FT (k))p(k;y, γ(s)) (y(1− γ(s))− k− γ(s))

+ β2y

∫ y+2

y+1

ds

∫ s

s−1

dξγ(ξ)(1− γ(ξ))
y−1∑
k=0

(1−FT (k))p(k;y− 1, γ(ξ)) (y(1− γ(ξ))− k− γ(ξ)) . (A33)

Sufficient condition for (A33) to be non-negative is that, for given y,

y∑
k=0

(1−FT (k))p(k;y, γ) (y(1− γ)− k− γ)≥ 0, (A34)

for any γ ∈ [γ(y +2), γ(y +1)]. Note that

y∑
k=0

(1−FT (k))p(k;y, γ) (y(1− γ)− k− γ)

=
y−2∑
k=0

(1−FT (k))p(k;y, γ) (y(1− γ)− k− γ)

+ (1−FT (y− 1))γy(1− γ)y−1 (1− (y +1)γ)+ (1−FT (y)) (1− γ)y(−(y +1)γ), (A35)
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so that, for (y +1)γ ≤ 2, y(1− γ)− k− γ ≥ 0 for all k = 0, ..., y− 2, and

y−2∑
k=0

(1−FT (k))p(k;y, γ) (y(1− γ)− k− γ)

≥ (1−FT (y− 2))
y−2∑
k=0

p(k;y, γ) (y(1− γ)− k− γ)

= (1−FT (y− 2))

(
y∑

k=0

p(k;y, γ) (y(1− γ)− k− γ)− γy(1− γ)y−1 (1− (y +1)γ)− (1− γ)y(−(y +1)γ)

)

= (1−FT (y− 2))
(−γ− γy(1− γ)y−1 (1− (y +1)γ)− (1− γ)y(−(y +1)γ)

)
. (A36)

Thus, the expression in (A35) is non-negative if

(1−FT (y− 2))
(−γ− γy(1− γ)y−1 (1− (y +1)γ)− (1− γ)y(−(y +1)γ)

)

≥ (1−FT (y))γ(1− γ)y(y +1)+ (1−FT (y− 1))γy(1− γ)y−1 ((y +1)γ− 1) , (A37)

or, equivalently,

(FT (y)−FT (y− 2)) (1−γ)y(y+1)+(FT (y− 1)−FT (y− 2))y(1−γ)y−1((y+1)γ−1)≥ 1−FT (y−2).

(A38)

The left-hand side of (A38) can be re-arranged as

(FT (y)−FT (y− 2)) (1− γ)y(y +1)+ (FT (y− 1)−FT (y− 2))y(1− γ)y−1((y +1)γ− 1)

= (pT (y)+ pT (y− 1)) (1− γ)y(y +1)+ pT (y− 1)y(1− γ)y−1((y +1)γ− 1)

= pT (y)(1− γ)y(y +1)+ pT (y− 1)(1− γ)y

(
1+

y2γ

1− γ

)

≥ (1− γ)y (pT (y)(y +1)+ pT (y− 1)) . (A39)

Thus, (A38) is satisfied as long as

(1− γ)y (pT (y)(y +1)+ pT (y− 1))≥ 1−FT (y− 2), (A40)

which can be re-arranged as

γ ≤ 1−
(

1−FT (y− 2)
(y +1)pT (y)+ pT (y− 1)

)1/y

. (A41)
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Combining (A41) with (y + 1)γ ≤ 2 and γ ∈ [γ(y +2), γ(y +1)], and noting that for γ = 0 the

monotonicity of ∆L(y, γ(y)) is assured, we obtain the final sufficient condition

γ(y +1)≤min

(
2

y +1
,1−min

(
1,

(
1−FT (y− 2)

(y +1)pT (y)+ pT (y− 1)

)1/y
))

= min
(

2
y +1

, γT (y +1)
)

.

(A42)

Given that ∆L(y, γ(y)) is a monotone function of y if (A42) is satisfied, we establish the mono-

tonicity of the optimal staffing level y∗ with respect to changes in wr
we

and FT (k) following the same

arguments used in the proof of Proposition 1. ¤

Proof of Lemma 1

Note that for α,β ≥ 0, the function

xγ(x) =
x

1+ eα+βx
(A43)

defined on continuous set x ≥ 0 has a unique global maximum x∗ which satisfies the first-order

optimality condition

e−α = eβx∗ (βx∗− 1) . (A44)

Thus, the maximum value for (A43) can be expressed as

x∗γ(x∗) =
1
β

βx∗

1+ eα+βx∗ =
βx∗− 1

β
. (A45)

Now, (A45) does not exceed 2 if and only if βx∗ ≤ 2β +1, which, from (A44) is equivalent to

e−α ≤ 2βe2β+1 ⇔ 2βeα+2β+1 ≥ 1. (A46)

Thus, (A46) ensures that the maximum of yγ(y) cannot exceed 2 for all integer values of y as well.

¤

Proof of Proposition 3

Under (27), the optimal staffing level y∗ satisfies (26), which can be re-expressed as

y∗ = min
(
y ∈N+|wr +we (L(y +1, γ(y +1))−L(y, γ(y)))≥ 0

)
, (A47)
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where, using (A23),(A24) and (A27), we have

L(y +1, γ(y +1))−L(y, γ(y)) = −(1− γ(y +1))
y∑

k=0

(1−FT (k))p(k;y, γ(y +1))

+ y

∫ y+1

y

ds
dγ(s)

ds

y−1∑
k=0

(1−FT (k))p(k;y− 1, γ(s)). (A48)

Now, consider an element of E, yML, which satisfies

yML = min

(
y ∈N+|wr +we

(−(1− γ(yML +1))
) y∑

k=0

(1−FT (k))p(k;y, γ(yML +1))≥ 0

)
, (A49)

so that

wr +we

(−(1− γ(yML +1))
) yML∑

k=0

(1−FT (k))p(k;yML, γ(yML +1))≥ 0, (A50)

Suppose that yML > y∗⇔ yML ≥ y∗+1. This, in turn, implies that

wr +we (−(1− γ(y∗+1)))
y∗∑

k=0

(1−FT (k))p(k;y∗, γ(y∗+1)) < 0, (A51)

and also, since dγ(y)

dy
≤ 0, that

wr + we (−(1− γ(y∗+1)))
y∗∑

k=0

(1−FT (k))p(k;y∗, γ(y∗+1))

+ we


y∗

∫ y∗+1

y∗
ds

dγ(s)
ds

y∗−1∑
k=0

(1−FT (k))p(k;y∗− 1, γ(s))


 < 0, (A52)

which contradicts (A47). Thus, yML ≤ y∗. ¤


