Technological Change and the Skill Acquisition of Young Workers

Ann P. Bartel; Nachum Sicherman

Journal of Labor Economics, Vol. 16, No. 4 (Oct., 1998), 718-755.

Stable URL:
http://links jstor.org/sici?sici=0734-306X%28199810%2916%3A4%3C718%3ATCATSA%3E2.0.CO%3B2-R

Journal of Labor Economics is currently published by The University of Chicago Press.

Your use of the JSTOR archive indicates your acceptance of JSTOR’s Terms and Conditions of Use, available at
http://www.jstor.org/about/terms.html. JSTOR’s Terms and Conditions of Use provides, in part, that unless you
have obtained prior permission, you may not download an entire issue of a journal or multiple copies of articles, and
you may use content in the JSTOR archive only for your personal, non-commercial use.

Please contact the publisher regarding any further use of this work. Publisher contact information may be obtained at
http://www jstor.org/journals/ucpress.html.

Each copy of any part of a JSTOR transmission must contain the same copyright notice that appears on the screen or
printed page of such transmission.

JSTOR is an independent not-for-profit organization dedicated to creating and preserving a digital archive of
scholarly journals. For more information regarding JSTOR, please contact support@jstor.org.

http://www.jstor.org/
Wed Dec 7 11:59:47 2005



Technological Change and the Skill
Acquisition of Young Workers

Ann P. Bartel, Columbia University and

National Burean of Economic Research

Nachum Sicher man, Columbia University and

National Burean of Economic Research

Since technological change influences the rate at which human capital
obsolesces and also increases the uncertainty associated with human capi-
tal investments, training may increase or decrease at higher rates of tech-
nological change. Using the National Longitudinal Survey of Youth, we
find that production workers in manufacturing industries with higher
rates of technological change are more likely to receive formal company
training. At higher rates of technological change, the training gap between
the more and less educated narrows, low-skilled nonproduction workers
receive significantly more training than higher-skilled nonproduction
workers, and the proportion of individuals receiving training increases.

I. Introduction

Economists have been long interested in the effect of technological
change on the labor market. In the 1950s, the Bureau of Labor Statistics
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began its case studies of the effect of “automation” on employment. More
recently, researchers’ attention has focused on the effect of technological
change on the wage structure (Lillard and Tan 1986; Mincer 1989; Allen
1992; Krueger 1993; Berman, Bound, and Griliches 1994; Bartel and Sich-
erman 1997), the demand for educated workers (Bartel and Lichtenberg
1987, 1991), intercountry differences in wage structures (Mincer and
Higuchi 1988), and retirement decisions of older workers (Bartel and
Sicherman 1993). The observed increase in wage inequality between col-
lege and high school graduates in the 1980s might be interpreted to imply
that the status of less educated workers will deteriorate with the pace of
technological change. But this prediction ignores other adjustments that
may occur in the marketplace, one of which is a change in the postschool-
ing investment of different education groups. In this article, we utilize a
cross-sectional framework to investigate the effect of industry rates
of technological change on young workers’ investments in on-the-job
training. While two earlier studies, Lillard and Tan (1986) and Mincer
(1989), did consider the effect of technological change on the training of
young workers, both of these papers have limitations which our article
overcomes.'

Economic theory does not provide a clear prediction on the sign of
the relationship between technological change and investments in training.
Observed investments in training are the outcome of a supply and demand
interaction of employers and workers, and technological change will in-
fluence the incentives of both parties. One argument is that technological
change makes formal education and previously acquired skills obsolete.
As a result, both workers and firms will find it optimal to invest in on-
the-job training in order to match the specific requirements of each wave
of innovation.” In accordance with this view, technological change should
spread investment in human capital, thus increasing investment in training
and reducing investment in formal education. The alternative view is
that general education enables workers to adjust to and benefit from
technological change (Welch 1970). Workers who expect to experience
higher rates of technological change on the job should, therefore, invest
more in schooling and rely less on acquiring specific training on the job.
This prediction is based on the assumption that differences in expected
rates of technological change do affect educational choices. For the young
workers whom we study, differences in the rates of technological change

! Lillard and Tan (1986 ) used the Current Population Survey and the National
Longitudinal Survey Samples of Young Men and Young Women, while Mincer
(1989) analyzed the young workers in the Panel Study of Income Dynamics.
Unlike this study, they use limited information on training and rely on only one
measure of technological change.

2 This is the argument underlying the model developed by Tan (1989).
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across industries are likely to reflect differences in expectations faced by
young workers that chose different careers.’

Higher rates of technological change are also likely to increase the uncer-
tainty associated with investments in human capital in the sense that the
output from a given level and type of human capital is more uncertain.
Levhari and Weiss (1974) have shown, however, that uncertainty has an
ambiguous effect on human capital investments. If increased uncertainty im-
plies an increase in the variance of the returns to human capital, investments
will decrease (under standard assumptions such as risk aversion of workers.)
But some types of human capital (e.g., general education) may facilitate
adjustment to future shocks, which would lead to a decrease in the variance
of returns. Investments in this type of human capital would increase, while
investments in more specific types of human capital would decrease.

We can also derive implications for the way in which technological
change is likely to affect the relationship between education and training.
In general, more educated workers train more, either because human
capital is an input in the production of new human capital (Mincer 1962;
Rosen 1976) or because individuals who are better “learners” will invest
more in both schooling and training. They will train less, however, the
greater the substitutability is between schooling and training in per-
forming job tasks. As we later show, in general, the complementarity
between training and schooling dominates the substitutability.* However,
if the general skills of the more educated enable them to adapt faster to
new technologies, the substitutability between schooling and training will
be greater at higher rates of technological change. If this is true, then, at
higher rates of technological change, we will observe a narrowing of the
postschool-training gap between the less and more educated workers.

In sum, there are a number of avenues by which technological change
influences training decisions, and as we have shown, unambiguous predic-
tions do not exist. We conduct a detailed empirical analysis that can assess
the relative importance of the competing effects. Our work improves on
previous research in this area in a number of ways.

One problem with earlier work on training and technological change
was the limited available information on training. We use the National
Longitudinal Survey of Youth (NLSY), which is unique in terms of the
comprehensiveness of the training information that is reported. Unlike

* For older workers, these same differences may reflect unexpected changes
that cannot affect schooling decisions and will, therefore, be more likely to in-
crease training as part of the existing human capital is destroyed. In Bartel and
Sicherman (1993), we also studied the effects of expected and unexpected techno-
logical change on the retirement decisions of older workers.

* Sicherman (1991) provides evidence of the substitutability between schooling
and training.
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other data sets, it includes detailed information on all formal training
spells experienced by the individual, including the duration of the train-
ing.> With this data set, we conduct a more comprehensive and reliable
study of the training effects of technological change. The NLSY has the
added advantage of providing data through 1992, enabling us to conduct
a more current analysis than previous studies.

The second way in which we improve on previous research is by utiliz-
ing a variety of measures of technological change. Estimating the rate of
technological change faced by the worker in his job is very difficult.
Since the measurement of technological change outside the manufacturing
sector is very problematic (Griliches 1994), our analysis is restricted to
workers in manufacturing. Even within this sector, however, no single
proxy is likely to be perfect. We, therefore, link the NLSY with several
alternative data sets that contain proxies for industries’ rates of technolog-
ical change. Specifically, our analysis uses the Jorgenson productivity
growth series, the National Bureau of Economic Research (NBER) pro-
ductivity data, the Census of Manufactures series on investment in com-
puters, the R&D-to-sales ratio in the industry, and the industry’s use
of patents. Previous studies on training and technological change relied
primarily on the Jorgenson productivity growth series. Our analysis en-
ables us to examine the robustness of alternative measures of technological
change, thereby increasing confidence in the results.

Third, unlike the earlier research, we carefully dissect the relation-
ship between technological change and training in order to answer the
following questions: (1) How does technological change affect training
investments for workers with different levels of education? (2) Does
technological change increase both entry-level training and training of
more experienced workers? (3) Does the pool of trainees increase in
response to technological change, or is it mainly the previously trained
workers who train more intensively? To our knowledge, this is the first
article to address these important questions.

In Section II, we discuss the data sources for our study, explain the
various measures of training and technological change, and present the
basic equations that we estimate. Regression results are discussed in Sec-
tion III, and a summary is given in Section IV.

II. Empirical Framework

A. Microdata

We use the main file and the work-history file of the 1987-92 National
Longitudinal Survey of Youth ages 14-21 in 1979 and restrict our analysis

> Although Lynch (1991, 19924) used the National Longitudinal Survey of
Youth (NLSY) data to study the determinants of private-sector training, her
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to males in manufacturing (see app. A). The main file is the source of
information on personal characteristics such as main activity during the
survey week, education, age, race, marital status, health status, and so forth.
An individual enters our sample when he first reports that his main activity
during the survey week was “in the labor force.” The work-history file
contains employment-related spell data, such as wages, tenure, and separa-
tions, constructed from the main NLSY file. For each respondent, employ-
ment information is reported for a maximum of five jobs in each survey
year. The work-history file enables us to distinguish information for each
job, especially the reasons for and timing of job transitions. One of these
jobs is designated as a “CPS job,” and it is the most recent or current job
at the time of the interview. Typically it is also the main job. There are a
host of important questions that are asked for the CPS job only, such as
industry, occupation, and firm size. Hence, our analysis is restricted to
CPS jobs.

The NLSY is particularly well suited for a study of employee training
because of the vast amount of information on the subject that is recorded.®
Data on a maximum of seven different training programs taken at any time
since the last interview are included. Beginning with the 1988 survey, data
on the following items are available for each of the seven training programs,
excluding government programs: starting and ending dates of the training
program, the number of weeks that the individual attended the program,
what type of program it was,” and how many hours he usually devoted per
week to this program. In the NLSY, company training encompasses three
types of training: (1) training run by the employer; (2) training run at work,
not by employer; and (3) company training outside of work.

Prior to 1988, detailed information on type of private-sector training,
as well as the weeks and hours per week spent in training, were only
recorded if the training spell lasted at least 4 weeks. In other words, for
the 1979-86 time period, the researcher can measure incidence of private-
sector and government training, but it is impossible to determine if the
private-sector training was company-provided training, an apprenticeship
program, or obtained in other ways, such as a vocational or technical
institute, business college, or correspondence course. In addition, even if
the training spell lasted at least 4 weeks, the measure of training duration

work did not analyze the role played by technological change. In addition, as we
discuss in Section ITA, we use a more accurate estimate of training duration.

¢ Like most other data sets, the NLSY provides information only on formal
training. Ignoring informal training, a major portion of on-the-job training, is a
drawback (see Sicherman 1990).

7 Types of training programs are apprenticeships, company training, technical or
vocational training off the job (such as business college, vocational and technical
institutes, and correspondence courses), and government training.
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provided in the pre-1988 surveys is extremely unreliable because it is

based on the starting and ending dates of the training program.® In 1987,

no training questions were asked. However, training information for 1987

can be imputed from the 1988 data, thereby enabling us to add 1 more

year of data to our analysis; the regressions we report cover the time
period 1987-92.

Table 1 reports the incidence and duration of private-sector training,
by education and size of firm, for the manufacturing sector for the 1988—
92 time period. In panel I, the production and nonproduction workers
are combined, while panels II and III show the separate results for each
of the occupation groups. Incidence and duration are calculated on an
annual basis. On average, 17% of the individuals reported receiving pri-
vate-sector training during the “12”-month period between consecutive
surveys.” For production workers, the incidence is 13%, while it is 25%
for nonproduction workers. Median duration of training (for workers
with positive hours) was 40 hours, that is, approximately 1 week, and
the mean duration was 137 hours, or approximately 3 '/, weeks. The results
in panels II and III show that, while the incidence of training is lower
for production workers, duration of training is higher. Production work-
ers have a median duration of 48 hours and a mean duration of 180 hours,
while nonproduction workers have a median of 40 hours and a mean of
only 101 hours. The probability of receiving private-sector training in-
creases monotonically with education, with the exception of nonproduc-
tion workers with 13—15 years of education. The relationship between
training duration and education is not monotonic; as we show below,
this occurs because of the association between type of private-sector
training and education level.

The detailed data from the 1988-92 surveys can be used to calculate
the distribution of private-sector training across three categories: (1) com-
pany, or in-house, training; (2) apprenticeships; and (3) other training,
such as training received in a business college, a vocational or technical
institute, or a correspondence course. For the entire sample, approxi-
mately 76% of private-sector training is provided by the company. This
percentage ranges from a low of 55% for the lowest education group to
a high of 95% for the highest education group. For production workers,
64% of private-sector training is provided by the company, while nonpro-
duction workers receive 88% of their private training through the com-
pany. In panel I, we see that company training has a median duration of

8 For example, if an individual reported starting a training program in January
of the survey year and finishing it in December of that year, training duration
would be recorded as 52 weeks, even if the individual had only received 1 day
of training per month.

? Fifty-six weeks is the average length of time between survey dates.
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40 hours for all education groups. This is considerably shorter than the
median duration of apprenticeships and somewhat shorter than the dura-
tion of other private-sector training. Thus, although more educated indi-
viduals are more likely to receive private-sector training, their training
duration is shorter because their skills are acquired in company training
programs rather than apprenticeships or other outside programs.'°

We distinguished large from small firms on the basis of whether the
number of employees in the individual’s firm was at least 1,000. Panel I
shows that the incidence of company-provided training in large firms is
20% compared with only 7.7% in small firms, confirming the earlier
findings of Barron, Black, and Loewenstein (1987). The positive effect
of firm size on the incidence of training holds for all education groups.

B. Measures of Technological Change

In the absence of a direct measure of the rate of technological change
faced by the individual in his place of work, we link the NLSY with
several alternative data sets that contain proxies for the industry’s rate of
technological change.'’ Below we describe each of these measures and
analyze their strengths and weaknesses. Since no single proxy is a perfect
measure, we feel it is important to use several alternative measures in our
analysis. If similar results are obtained with different measures, we can
have more confidence in the reliability of the findings."?

The five measures of technological change that we use are (1) the total
factor productivity growth series calculated by Jorgenson, Gollop, and
Fraumeni (1987) and updated through 1989; (2) the NBER total factor
productivity growth series; (3) 1987 Census of Manufactures’ data on
investment in computers; (4) the R&D-to-sales ratio in the industry as
reported by the National Science Foundation, and (5) the number of
patents used in the industry. Each of these measures has advantages and
disadvantages as we describe below.

The Jorgenson total factor productivity series has been used extensively
in previous research (e.g., Lillard and Tan 1986; Mincer and Higuchi

' This also explains why training duration is longer for production workers
than nonproduction workers. Production workers receive a greater share of their
training outside the firm where average durations are longer.

" An alternative approach would be to collect data from a small sample of
firms that are undergoing technological change and analyze the effect on their
employees. The disadvantage of this approach is that the findings may not hold
for individuals who work in other firms. See Siegel (1994) for a study restricted
to high-tech firms on Long Island.

'2 Another approach is to create a composite index of technological change
similar to the one used by Lichtenberg and Griliches (1989). Because of the
different levels of aggregation in our measures of technological change, we do
not employ this method here.



728 Bartel/Sicherman

1988; Tan 1989; Gill 1990; and Bartel and Sicherman 1993). Technological
change is measured as the rate of change in output that is not accounted
for by the growth in the quantity and quality of physical and human
capital.” One problem with this approach is that, in addition to techno-
logical change, other factors, such as fluctuations in capacity utilization
and nonconstant returns to scale, are also likely to affect productivity
growth. In order to account for such effects, the empirical analysis will
include controls for the industry unemployment rate, the rates of entry
and exit of firms in the industry, and the capacity utilization rate. The
Jorgenson series is currently available for the time period 1947-89. The
main advantage of the Jorgenson series is that changes in the quality of
labor input are carefully used to correctly measure net productivity
growth. Also, the new Jorgenson series utilizes the Bureau of Economic
Analysis constant-quality price deflator; the earlier series underestimated
productivity growth in high-tech industries (e.g., the computer industry)
since quality improvements were not incorporated into the output price
index. The major disadvantage of the Jorgenson series is that it is a residual
(rather than a direct) measure of technological change. In addition, the
data are reported for only 22 broad industry categories in the manufactur-
ing sector, equivalent to 2-digit standard industrial classifications.

The NBER manufacturing-productivity database, described in Bartels-
man and Gray (1996), contains annual information on total factor pro-
ductivity growth for 450 (4-digit) manufacturing industries for the time
period 1958-89. The advantage of the NBER database over the Jorgenson
database is its narrow industry categories yielding data on 83 3-digit
industries in manufacturing. Like the Jorgenson data, the NBER variable
also has the disadvantage of being a residual measure of technological
change. Another limitation of the NBER data is that the productivity
growth measure was not adjusted for changes in labor quality.

The third measure that we use is investment in computers. During the
1980s, there was an enormous growth in the amount of computer re-
sources used in the workplace. Indeed, it has been argued (see Bound and
Johnson 1992) that the most concrete example of technological change in
the 1980s was the “computer revolution.”'* Hence the extent to which

" There is some evidence that total factor productivity growth is a good indica-
tor of innovative activity in an industry. For example, using data on 28 sectors
from the Census-Penn-Stanford Research Institute data set, Griliches and Lich-
tenberg (1984) found that, for the time period 1959-76, there was a significant
relationship between an industry’s intensity of private R&D expenditures and
subsequent growth in productivity. Lichtenberg and Siegel (1991) also found that
this relationship existed at the company level in the 1970s and 1980s.

" Krueger (1993) used data from the October 1984 and 1989 Current Popula-
tion Surveys to show that workers who use computers on their job earn 10%—
15% higher wages.
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firms invest in information technology can serve as a good proxy for the
rate of technological change at the workplace. Using data from the 1987
Census of Manufacturers, we calculate the ratio of investment in comput-
ers to total investments. The advantages of this measure are that
(1) unlike data on R&D expenditures, it measures use (not production)
of an innovation, and (2) it is available for several hundred 4-digit indus-
tries in the manufacturing sector, which reduces to approximately 100 3-
digit industries for the NLSY sample. A disadvantage of this measure is
that it may not capture other types of innovations.

A fourth proxy for technological change is the ratio of company
R&D funds to net sales reported by the National Science Foundation
(1993) for industries in the manufacturing sector. The advantage of this
variable is that it is a direct measure of innovative activity in the industry,
but as indicated above, the innovative activity refers only to the industry
in which the innovation originates, not the industry where the innovation
is actually used. Another limitation is that some R&D is an input to
innovation, not an output.

A fifth indicator of technological change is the number of patents used
in 2-digit manufacturing industries."”” Patent data are generally collected
by technology field and have not been available at the industry level.
Kortum and Putnam (1995) present a method for predicting patents by
“industry of use” in the United States, using the information on the
distribution of patents across technological fields and industries of use in
the Canadian patent system. The data actually used here are the number
of patents used by 2-digit manufacturing industries analyzed by Lach
(1995). For the 1957-83 period, Lach (1995) found that this measure is
highly correlated with total factor productivity (TFP) growth. Because
the likelihood of an innovation being patented has differed historically
across technology fields, and, hence, across industries, we control for
these systematic differences by constructing the following variable for
each 2-digit manufacturing industry: the number of patents used during
the years 1980-83 (which are closest to our starting year, 1987) divided
by the number of patents used during the 1970s. The main advantage
of proxying technological change by “industry of use” is that, like the
computer-investment variable discussed earlier, it measures the direct use
of innovations. However, as usual with patent data, because many innova-
tions are not patented, and many patented innovations are not used,
patents could still be a noisy proxy for innovations. Another concern is
that the patent data are only reported for 20 manufacturing industries.

We have examined the rankings of the various industries on the basis of

15 See Griliches (1990) for evidence of the link between patent statistics and
technological change.
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Table 2
Correlations between the Different Measures of Technological Change

Jorgenson NBER R&D-to-Sales

TFP TFP Ratio Patents
NBER TFP 31
R&D-to-sales ratio 47 .65
Use of patents 35 .65 71
Investment in computers 40 .52 .65 .65

NOTE.—NBER = National Bureau of Economic Research. TFP = total factor productivity. These
correlations are calculated by using the individual-level data that contain the five technological change
proxies for each individual’s industry.

the five different measures of technological change in order to determine
whether the five proxies produce similar patterns regarding high and low
technological change industries in the manufacturing sector. The listings,
not reported here to conserve space, ' showed that some industries consis-
tently appear at or near the top of each measure’s list. When 2-digit
industry classifications were used, nonelectrical and electrical machinery
ranked at the top. When a more detailed classification was used, the top-
ranking industries were electronic computing equipment; radio, televi-
sion, and communication equipment; and office and accounting ma-
chines—all subcategories of the broader nonelectrical machinery and
electrical machinery categories.

A closer look at the five measures indicated, however, that they are
different enough so that they each capture a facet of the industry rate of
technological change. For example, according to the computer-investment
measure, the leather-product industry has a relatively high rate of techno-
logical change, but this is not captured by the other proxies. By compari-
son, petroleum refining ranks high for the Jorgenson and NBER produc-
tivity measures and the patent variable but not for the other three proxies.
Additional comparisons of the five listings also demonstrated that, in
many cases, the rankings are dissimilar.

The correlations among the five measures, given in table 2, show that
no two measures are perfectly correlated, and, therefore, there is no re-
dundancy in using all of them in our analysis. The correlations between
the different measures range from .3 to .7, which is consistent with our
argument that each proxy is likely to capture a different aspect of techno-
logical change."” If all proxies produce similar results about the effect of

16 See Bartel and Sicherman (1995) for the complete listings.

7 One factor that affects the correlations is the different levels of aggregation
used to construct the different measures. We calculated the correlations by using
the individual-level data that contains the five technological change proxies for
each individual’s industry.
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technological change on training, confidence in our conclusions will be
significantly enhanced.

C. Matching the Microdata and Industry Measures
of Technological Change

Since there is a high degree of randomness in annual changes in the
measures that are available on an annual basis and the true variation is
likely to be greater across industries than within industries, our analysis
relies on cross-sectional variations in technological change, where the
effects of measurement errors will be less severe.”® All of the measures
that we use have a common trait, that is, they are proxies for the industry
rate of technological change. We recognize that an industry measure of
technological change may not have the same effect for all of the occupa-
tions in that industry. For example, an innovation in the industry’s pro-
duction processes may have little or no effect on clerical employees. Since,
in most cases, production workers are more likely to be affected by
technological change in the manufacturing sector, we conduct separate
analyses for production and nonproduction workers.

In order to match the different measures of technological change to
the industrial classification used in the NLSY (the Census of Population
classification), we use industry employment levels as weights whenever
aggregation is required. When we utilize the Jorgenson and NBER pro-
ductivity growth measures, we characterize industry differences in the
rate of technological change by using the mean rate of productivity
growth over the most recent 10-year time period, that is, 1977-87. In
the case of investment in computers, we use data from 1987 as described
earlier. The R&D-to-sales ratio for each industry is calculated as a 3-year
moving average for the 3-year period prior to the year of analysis, for
example, averaging data for 1984-86 for the 1987 NLSY, and so forth.
For the patent data, we calculate the number of patents used during the
time period 1980-83 divided by the number used during the 1970s.
Hence, with the exception of the R&D variable, we use a fixed time-
period measure of technological change that may act like a fixed effect
for each industry, capturing other fixed attributes of the industry. We
deal with this problem by including several industry characteristics in the
regressions that may influence the relationship between training and our
measures of technological change. They are the annual industry unem-
ployment rate obtained from Employment and Earnings, annual measures
of percent unionized in the industry compiled from the CPS by Hirsch
and MacPherson (1993), and the annual rates of job creation and job

'8 Griliches and Hausman (1986 ) show that, when first differences or deviations
from means are used, measurement errors are magnified.
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destruction for both start-up and continuing establishments in the indus-
try constructed by Davis and Haltiwanger (1992)."

Another issue is that the standard errors of our estimated coefficients
may be biased downward because industry-level shocks may be correlated
across individuals within a given industry. In order to deal with this
issue, we reestimated all the models reported in this article, using linear-
probability random-effect models. None of the findings reported here
were changed in a significant way. We chose to present the logit estimates
because a linear model is an inappropriate specification in the case of a
discrete-choice model, even though the estimation results are often similar
to those obtained by maximum-likelihood estimation (see Dhrymes 1978,
pp. 331-34).

D. Econometric Model

Our econometric analysis is restricted to company training because, as
was shown in table 1, three-quarters of private-sector training is provided
by the firm. We do prov1de some evidence of the effect of technological
change on other forms of private-sector training and contrast these effects
with those for company training.

In order to estimate the effect of technological change on the likelihood
of company training, we adopt a simple logit framework.” In each period,
between two surveys, an individual will face one of the following two
alternatives described by m: engage in company training (m = 1), or not
(m = 0).

The choice 7 occurs when the latent variable Y > 0, where

Yi = X0 + 8Ty + €, (1)

where 7 is the individual index, ¢ is time, 7 is the alternative, and X, is a
vector of individual, job, and industry characteristics that may vary over
time. The vector X includes the following variables: marital status, race,
years of education, residence in a standard metropolitan statistical area,

' We also added annual measures of capacity utilization by 2-digit industry,
constructed by the Federal Reserve Board. Adding this variable serves two pur-
poses. First, it makes the Jorgenson and NBER productivity growth variables
cleaner proxies for technological change. Second, it enables us to test whether
firms provide more training during recessionary periods. We found that the capac-
ity utilization variable was insignificant and 1ts inclusion did not affect any of
our results.

2 In Bartel and Sicherman (1995), we also utilized a standard Tobit model to
estimate the effects of technological change on the amount of time spent in
company training. We found that technological change had no effect on the
duration of training.
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years of experience and its square, tenure and its square, union member-
ship, whether or not the individual is employed by a large firm, the
industry unemployment rate, union coverage in the industry, and job
creation and destruction in the industry. The variable T}, is the rate of
technological change in the industry in which the individual is working
at time ¢. In order to test whether the effect of technological change varies
by education or occupation group, in some of our specifications
we interact the proxies for technological change with education or occu-
pation group.

This specification treats technological change as an exogenous variable.
It is possible that the decision to adopt a technology will depend on
the trainability of a firm’s workforce, making technological change an
endogenous variable. However, since we measure the rate of technological
change at the industry level, using multiyear means, it is reasonable to
assume that firms and workers treat these measures of technological
change as exogenous.”’

As the discussion in Section I demonstrated, the sign on T, is indeter-
minate. If high rates of technological change make previously acquired
skills obsolete, workers and employers have an incentive to invest
in on-the-job training to match the specific requirements of the new
technology. Alternatively, investments in general training (education)
may be substituted for specific on-the-job training if such investments
enable the worker to more easily adapt to change. Similarly, viewing
technological change as contributing to increased uncertainty about
the payoffs from investments leads to an ambiguous prediction that
depends on the way in which such investments enable the worker to
adjust to future shocks.

Assuming that € is logistically distributed gives rise to a logit model in
which the underlying probabilities are

exp(Z5,)
2 exp(Zpo)

where Z = X and 7, from equation (1).
In order to identify the parameters, the normalization 8, = 0 is imposed,
and the estimated parameters are obtained by maximum likelihood.
III. Results
A. Incidence of Company Training

Table 3 reports the mean differences in the incidence of company train-
ing for workers in industries with high and low rates of technological

P, = =01, (2)

?! In addition, the simultaneity problem is also minimized by the fact that our
technological change proxies are dated prior to the training variables.



Table 3

Annual Incidence of Private-Sector Company Training by Schooling Level,
for Males in Manufacturing Industries, 1988-92: “High-Tech” and

“Low-Tech” Industries

Years of Schooling

All
Schooling
Groups <12 12 13-15 16+
1. All workers:
A. All firms:
High 173 .059 142 181 330
(2,041) (388)  (850) (364) (436)
Low .090 .054 .070 .082 226
(2,004) (541)  (922) (243) (287)
B. Large firms:
High 235 .084 176 228 389
(1,075) (131)  (426) (215) (303)
Low 145 .065 113 .092 325
(767) (153)  (370) (87) (157)
C. Small firms:
High 104 .047 .106 114 .195
(963) (255)  (423) (149) (133)
Low .057 .049 .042 .077 .108
(1,235) (386)  (552) (156) (130)
II. Production workers:
A. All firms:
High .103 .060 .106 138 .250
(1,392) (381)  (760) (203) (44)
Low .066 .050 .062 .090 212
(1,243) (21)  (657) (122) (33)
B. Large firms:
High 157 .099 151 191 421
(597) aiy (357 (110) (19)
Low .101 .050 .097 171 375
(455) 121y (277) (41) (16)
C. Small firms:
High .061 .045 .065 .075 .120
(792) (268)  (402) (93) (25)
Low .046 .050 .037 .049 .059
(786) 298)  (380) (81) a7
III. Nonproduction workers:
A. All firms:
High .303 .064 292 248 352
(682) G1) (137) (153) (361)
Low 142 .063 110 .070 225
(725) ©95)  (218)  (128)  (284)
B. Large firms:
High 343 .062 301 292 389
(460) (16) (73) (96) (275)
Low .200 .083 157 .018 320
(330) (36) (89) (55) (150)
C. Small firms:
High 221 .067 281 175 232
(222) (15) (64) (57) (86)
Low .094 .051 .077 109 119
(395) (59  (129) 73) (134)

NOTE.— We use R&D-to-sales ratio and define “high” and “low” using the median rate of technologi-
cal change for the sample. We distinguished large from small firms on the basis of whether the number
of employees in the individual’s firm was at least 1,000. The same table, using other indicators, is available
on request from us. N are in parentheses.
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Table 4

The Effects of Technological Change on the Likelihood of Company
Training in the Manufacturing Sector: Maximum Likelihood Logit
Estimation Results

All Production Nonproduction

Coefficient  Derivative  Coefficient  Derivative  Coefficient  Derivative

(1) @ ) “ (©) (6)
1. Jorgenson TFP 25.26 .021 32.95 .018 9.56 .013
(8.18) (11.5) (12.8)
II. Share of
investment in
computers 2.11 .010 3.90 012 —.02 —.0002
(1.25) (2.06) (1.67)
III. NBER TFP 2.36 .006 5.99 .01 .002 .00001
(1.45) (2.62) (1.82)
IV. R&D-to-
sales ratio .0805 .021 1622 .026 .0289 .012
(.024) (.039) (.033)
V. Use of patents 6.13 .016 10.85 .018 1.267 .005
(2.18) (3.59) (2.89)
N 3,856 2,541 1312

NOTE.—The sample is limited to males in the manufacturing sectors who work in the private sector
and have been working at least half of the weeks since the previous survey. The time period is 1987-
92. In parentheses, befow the logit coefficients, are SEs. To the right of each estimated coefficient is
the derivative (dP/dX) multiplied by the SD of the measure of technological change. The derivative is
calculated as BP(1 — P), where P is the mean incidence of training in the sample. NBER = National
Bureau of Economic Research. TFP = total factor productivity. The values for the SDs are .0086 for
Jorgenson’s TFP, .05 for investment in computers, .027 for the NBER TFP, 2.57 for the R&D-to-sales
ratio, and .027 for use of patents. The mean rates of training for the subsamples in the regressions are
.111 for all workers in manufacturing, .067 for production workers, and .196 for nonproduction workers.
The other variables in the regressions are marital status, race, educational dummies, a dummy for standard
metropolitan statistical area, labor-market experience (and its square), tenure with employer (and its
square), union membership, a dummy for large firm (more than 1,000 workers), industry unemployment
rate, industry level of unionization, industry rate of job creation (M over 1980-88), industry rate of job
destruction (M over 1980-88), and year dummies.

change.” In general, the incidence of training is higher at higher rates of
technological change. With a few exceptions, this is true for all schooling
groups, in small and large firms, and for production and nonproduction
workers.

Table 4 reports a summary of the estimates from our logit models on
the incidence of company training in the manufacturing sector.”” Columns
1-2 report the effects of each of the five technological indicators on the
incidence of training for all workers in the manufacturing sector, while
columns 3-6 show separate results for production and nonproduction
workers. We present the logit coefficient and its standard error (shown

%2 See the table for the definition of high and low rates of technological change.

» Complete regression results for one model are given in app. B, where we
see the typical patterns regarding the effect of education, firm size, and other
characteristics on the incidence of training, using the R&D-to-sales ratio. When
other proxies for technological change are used, the coefficients on the nontechno-
logical change variables are very similar to those shown in app. B.
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in parentheses beneath the coefficient). To the right of each coefficient,
we show the derivative (dP/d X ) multiplied by the standard deviation
of the measure of technological change. This estimate enables us to com-
pare the magnitudes of the effects of the various technological change
measures. The results in columns 1-2 show that all five proxies for tech-
nological change have a positive and significant effect on the incidence
of training in the manufacturing sector. The robustness of these results
is an important finding given our earlier discussion about the limitations
of the various technological change measures.

The positive and significant effects of technological change on the inci-
dence of training are consistent with the notion that technological change
makes previously acquired skills obsolete, thereby inducing workers and
firms to invest in training to match the specific requirements of the latest
innovation. It is also consistent with Levhari and Weiss’s (1974 ) argument
that an increase in uncertainty will lead to an increase in investments in
human capital that facilitate adjustments to future shocks. The largest
effects are observed for the Jorgenson TFP measure, the R&D-to-sales
ratio and use of patents, where a 1 standard deviation increase in the rate
of technological change is associated with a 2 percentage point increase
in the incidence of training. Comparing the results in column 3-4 with
those in column 5-6 shows that the effect of technological change on the
incidence of training is larger for production workers than nonproduction
workers, as anticipated. In fact, the estimated coefficients for nonproduc-
tion workers are not statistically significant.

B. Incidence of Noncompany Training

Although three-quarters of private-sector training is provided by the
firm, young workers do receive some training outside the firm. In table
5, we consider whether technological change also has a positive effect on
noncompany training. In columns 1-6, the dependent variable is the
likelihood of any type of private-sector training (company or non-
company), and in columns 7-12, we show results for the likelihood of
noncompany training. Since the vast majority of private-sector training
is company provided, the results in columns 1-6 are quite similar to
those reported in table 4. The analysis of noncompany training alone
shows that, with the exception of the Jorgenson TFP measure, technologi-
cal change does not have a significant effect. This is consistent with the
notion that the type of human capital investments that will increase with
technological change are those that are more firm specific. Hence, the
remainder of our analysis is confined to company training.

C. Education and Training

As we discussed in the introduction, the effect of technological
change on the incidence of training may vary by education. More
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Table 6
Interaction Effects of Technological Change and Education on the
Likelihood of Company Training in the Manufacturing Sector

All Production Nonproduction

1. Jorgenson TFP: 58.68 -3.92 122.8

(36.2) (65.6) (61.6)

A. Years of education 26 .09 31
(044) (08) (07)

B. Jorgenson X Educ —2.54 3.10 —-8.10
(2.60) (5.38) (4.05)

II. Investment in computers: 25.76 49.61 24.76
(5.86) 13.1) (9.22)
A. Years of education 347 393 332
(04) (09) (07)

B. Computers X education -1.62 —3.74 —1.58
(40) (1.06) (59)

III. NBER TFP: 24.45 20.78 28.39

(8.23) (18.7) (12.5)

A. Years of education .25 14 24
(03) (.05) (04)

B. NBER X education -1.52 -1.25 —1.86
(56) (1.51) (81)
IV. R&D-to-sales ratio: 436 340 .508
(10) (20) (16)
A. Years of education 291 147 .303
(.036) (07) (06)
B. R&D X education —.025 —-.015 —.031
(007) (016) (o1)

V. Use of patents: 37.56 41.68 36.09

(10.2) (21.0) (15.8)

A. Years of education .987 1.029 1.00
(25) (60) (37)

B. Patents X education -2.197 -2.59 —2.28
(71) 1.71) (1.03)

N 3,812 2,524 1,286

NOTE.—NBER = National Bureau of Economic Research. TFP = total factor productivity. Standard
errors are in parentheses. See table 4 for a list of variables that are included in the regressions.

educated individuals may require less training in response to tech-
nological change if their general skills enable them to learn the new
technology and adapt to the changed environment, that is, the substi-
tutability between training and education increases at higher rates of
technological change. We test this hypothesis in table 6, where the
regressions include an interaction effect between education and the
proxy for technological change.

The results in table 6 show that for all workers, production and
nonproduction workers alike, the more educated are more likely to
receive company training.”* The interaction effects show, however, that

2 See app. B for separate coefficients on education groups. The results show a
monotonic relationship between years of education and training.
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technological change attenuates the effect of education on training.
This implies that, at higher rates of technological change, the training
gap between the highly educated and the less educated narrows. The
separate results for the production and nonproduction workers gener-
ally support this conclusion; with the exception of one measure, when-
ever the technological change indicator has a positive and significant
effect on the incidence of training, the education-technological change
interaction effect is negative and usually significant. The result is con-
sistent with the model presented in Heckman, Lochner, and Taber
(1998), where in a second and longer phase of a technological transi-
tion, the narrowing of the training gap acts to widen the wage gap
between high- and low-skilled workers.

In order to more fully understand the relationship between technologi-
cal change and the incidence of training for different education groups,
we estimated the regressions in table 6 using a set of dummies for educa-
tion groups (1-8, 9-11, 12, 13-15, 16, and 17+ years of schooling), in
place of the continuous measure, and interacted the dummy variable with
the technological change indicator. We used these coefficients to create
plots (see figs. 1 and 2) that depict the effect of technological change on
the incidence of training for a worker of given characteristics in each
education group.”® Whenever a slope is significantly different from zero,
we indicate it with the letter S.

Although the education interactions are not monotonic and significant
effects are observed for only one or two educational groups, figures 1
and 2 generally support the conclusion that, at higher rates of technologi-
cal change, the gap between the training incidence of the highly educated
and the less educated narrows. In the case of production workers, with
the exception of the Jorgenson measure, we find that workers with some
high school (9-11) and high school graduates train significantly more at
higher rates of technological change, in some cases overtaking the training
received by the 13-15 education group. For nonproduction workers,
again with the exception of the Jorgenson measure, we find that the 13—
15 group trains more at higher rates of technological change, overtaking
those with at least 16 years of schooling.

Bartel and Lichtenberg (1987) have argued that highly educated work-
ers have a comparative advantage with respect to learning and implement-
ing new technologies and, hence, that the demand for these workers
relative to the demand for less educated workers is a declining function

% For these plots, we assumed that the individual had the following characteris-
tics: married, lives in a standard metropolitan statistical area, works in a large
firm, has 10 years of market experience, and has 4 years of tenure with his
employer. All other variables are the mean values, and the year is 1992.
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of experience with the technology. When a new technology is first intro-
duced, there is a great deal of uncertainty about job tasks, and highly
educated workers are needed to help the firm through this difficult imple-
mentation stage. The general skills of the highly educated workforce
serve as a substitute for company training. As experience with the new
technology is gained, however, it is possible to train the less educated
employees to perform the new tasks. In our empirical analysis, we mea-
sure “long-term” differences across industries in the rate of technological
change, and our finding that the training gap between the more and less
educated narrows is consistent with the idea of the firm utilizing training
to enable the less educated to work with the new technology.?® Thus it
appears that technological change has acted to reduce the gap in the stocks
of human capital accumulated by different education groups through
formal company training.

We recognize that one reason for the observed narrowing of the formal
training gap between education groups could be selectivity. At higher
rates of technological change, firms are less likely to employ or retain the
less able employees within each education group. This bias is likely to
be more pronounced for the less educated workers, resulting in an overes-
timate of the effect of technological change on the training of the less
educated. We attempted to correct for this bias by including a set of
ability test scores (not reported here), and our results on the effect of
technological change were virtually unchanged. We did find, however, a
positive and significant correlation between ability (holding schooling
constant) and the likelihood of training and a smaller coefficient on edu-
cation.

D. Occupations and Training

It is possible that our findings regarding the effect of technological
change on education groups may reflect the fact that, within the categories
of production and nonproduction workers, individuals with different
amounts of education perform distinct job tasks, some of which are more
sensitive to technological change. We, therefore, reestimated the regres-
sions in table 6, adding 1-digit occupation dummies. The estimated coef-
ficients of the interactions between the technological change measures
and the education dummies were virtually unchanged.”

The question of whether the effect of technological change varies across

*1f job training is more likely to be informal at higher levels of education, it
could bias our results. Notice, however, that we do find a monotonic increase of
formal training with the level of schooling. See tables 1, 3, and the complete
regression results in app. B.

7 The occupation dummies were also added to the regressions in table 4, and
the coefficients on the technological change variables were unaffected.
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occupation groups can be considered directly. We estimated a regression
that includes the 1-digit occupation dummies and a set of interactions of
these dummies with technological change. The results are shown in table 7.
In the case of production workers, we find that, at very low levels of techno-
logical change, there are no occupational differences in training incidence.
But, at higher rates of technological change, craftsmen receive significantly
more training than other production workers.”® For nonproduction workers,
a very different pattern emerges. We find that, at low levels of technological
change, clerical and unskilled workers receive the least amount of training
among nonproduction workers. However, at high rates of technological
change, they receive more training than the other nonproduction workers.?’
It is interesting to note that this group includes occupations such as clerks,
computer and perlpheral equipment operators, secretaries, and office-ma-
chine operators, occupations where the introduction of computers is likely
to have had a strong effect on job tasks.”

E. Initial Training versus Retraining

We have interpreted our findings as indicating that the observed
differences in training are due to higher rates of technological change.
Alternatively, one could argue that our results are due to differences
in the nature of technology across industries. Perhaps industries that
we rank higher using different indicators are simply industries that use
more sophisticated technologies. These technologies may require more
initial training in order for the worker to learn how to use them. If this
hypothesis is correct, we would expect to see more training (especially
formal training) when workers join the firm and much less training of
more senior workers.

In order to distinguish these two possible effects, we interact the mea-
sures of technological change with two dummies, one indicating that the
worker has tenure of 1 year or less with the employer and the other
indicating tenure of more than 1 year.* Our assumption is that the effect
of the technological change measure on longer-tenured workers is more
likely to reflect the response to technological change.

** When the technological change/occupation interaction terms are deleted, we
find that craftsmen on average receive more training than other production work-
ers. This result is not reported in the table.

» These two findings do not hold for the Jorgenson measure.

*® A Canadian survey of employers (McMullen 1996) found that the introduc-
tion of computer-based technology led to an increase in skill requirements primar-
ily for low-skilled workers. Presumably, these workers would then receive more
training.

' A more accurate distinction would be based on tenure in job assignment,
which we do not observe.



Table 7
The Effects of Technological Change on the Likelihood of Training
by Occupational Category

Investment R&D-to-
Jorgenson in NBER  Use of Sales
TFP Computers  TFP Patents Ratio
1. Production workers
(N = 2,541):
Occupational dummies
(omitted: operatives,
except transport):
Craftsmen and kindred
workers —.021 218 209 -1.72 —.113
(31) (30) (200 (2.16)  (26)
Transport equipment
operatives —.480 .385 —.047 540  -.110
(66) (56) (44)  (687) (44
Laborers, except farm
laborers —.349 —.324 -.813 -2.13 —.427
(60) (66) (58)  (623)  (62)
Interaction with technological
change:
Craftsmen and kindred
workers 44.97 3.86 7.592 12.53 224
(14.7) 246)  (312)  (427)  (05)
Operatives, except
transport 19.21 3.178 2.243 6.82 .073
(16.0) (2.94) (465  (549) (06
Transport equipment
operatives 44.41 —12.83 —15.05 —10.23 -.017
(43.7) (143)  (37.4)  (209)  (26)
Laborers, except farm
laborers —32.33 -9.51 322 10.63 -.250
(53.2) (150)  (39.7)  (180)  (40)
II. Nonproduction workers
(N = 1,312):
Occupational dummies
(omitted: professional,
technical and kindred
workers):
Managers and
administrators —.603 —-.751 —430 -2.82 —.600
(36) (32) (22) (187 (27)
Sales workers —.156 .089 —-.115 144 =320
(41) (41) (28)  (@22) (34
Clerical and unskilled
workers —.484 —1.65 -.620 -7.89 -1.23
(39) (47) (28)  (250)  (36)
Farm laborers, laborers and
foremen, and service
workers —.845 —.680 —.350 —.926 —.744
(78) (60) (61)  (5.13)  (55)
Interaction with technological
change:
Professional, technical and
kindred workers -241 —2.46 -1.761 —2.627 —.015
(16.7) (194  (@21) (351) (04
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Table 7 (Continued)

Investment R&D-to-
Jorgenson in NBER  Use of Sales
TFP Computers TFP  Patents  Ratio

Managers and

administrators 22.21 3.02 4.715 4.50 .0581
(20.0) (2.90) (3.66) (4.87) (.05)
Sales workers —5.85 —6.16 —4.956 —3.72 .004
(23.2) (3.66) (3.98) (5.96) (.06)
Clerical and unskilled
workers 7.435 11.86 10.06 18.34 233
(21.8) (3.90) (4.68) (6.53) (.06)

Farm laborers, laborers &
foremen, and service
workers 57.29 7.45 13.226 —-.727 239
(49.8) ®76) (392 (151) (19

NOTE.—Standard errors are in parentheses. See table 4 for a list of variables that are included in the
regressions. NBER = National Bureau of Economic Research. TFP = total factor productivity.

Table 8 reports the estimated coefficients on the technological
change variables on the likelihood of training, separated for tenure
levels below and above 1 year. If our earlier results were due simply
to the cross-sectional differences in the nature of technology, we would
not expect to observe significant coefficients for workers beyond their
first year of tenure. The results in table 8 show that, although the
measured effects of the technological change variables are larger for
individuals with less than 1 year of tenure, all of the technological
change proxies have positive and significant effects on longer-tenured
production workers. Hence these results indicate that what we are
indeed measuring is the effect of technological change, not only the
nature of technology, and ongoing technological change results in
training of workers beyond their first year of tenure.

F. The Effects of Prior Training

The increased likelihood of training at higher rates of technological
change could be due to workers training more frequently (intensive
margin) or to more workers being trained (extensive margin). In an
earlier version of this article (Bartel and Sicherman 1995), we estimated
a standard Tobit model, the results of which showed that technological
change does not increase the number of hours of training, conditional
on participation. In this section, we exploit the panel nature of the
NLSY data and examine whether higher rates of technological change
induce firms to provide training to individuals who have already re-
ceived training or to those who did not receive training in the prior
period. If the latter is true, then technological change serves an im-
portant function; it acts to increase the proportion of workers who
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Table 8
First Year and Beyond: Is the Effect of Technological Change Different
in the First Year of Tenure?

Production Nonproduction

Coefficient Derivative Coefficient Derivative

1. Jorgenson TFP:

Low tenure 39.48 .021 726 .001
(17.8) (17.4)
High tenure 31.69 .017 11.572 .016
(11.8) (13.1)
II. Investment in computers:
Low tenure 4.79 .015 -2.38 .019
(3.12) (2.44)
High tenure 3.645 .011 578 .005
(2.17) (1.72)
III. NBER TFP:
Low tenure 8.31 .014 —4.74 .02
(5.00) (3.81)
High tenure 5.39 .009 .962 .004
(2.87) (1.92)
IV. R&D-to-sales ratio:
Low tenure .165 .027 —-.016 .006
(.06) (.05)
High tenure 162 .026 .038 .015
(.04) (.03)
V. Use of patents:
Low tenure 10.5 .018 .860 .004
(3.66) (2.95)
High tenure 10.95 .019 1.40 .006
(3.60) (2.90)
N 2,541 1,312

NOTE.—In parentheses, below the logit coefficients, are SEs. To the right of each estimated coefficient
is the derivative (dP/dX) multiplied by the SD of the measure of technological change. See table 4 for
more details and for a list of variables that are included in the regressions. NBER = National Bureau
of Economic Research. TFP = total factor productivity.

receive training. We test this hypothesis in table 9 by interacting the
various measures of technological change with two dummy variables,
one indicating that the individual received training in the prior year
(i.e., between t-2 and t-1, since the dependent variable is training be-
tween t-1 and ¢) and the other indicating no training in the prior year.
In columns 1 and 2, the sample is restricted to individuals who did
not change industries between time periods -2 and ¢, and in columns
3 and 4, we restrict the analysis to individuals who did not change
employers between the 2 time periods. The results show insignificant
effects of technological change for previously trained workers and
significant effects for most of the technological change indicators for
individuals who did not receive training in the prior year. A test of
equality of coefficients for the two groups rejects the hypothesis that
they are equal. The higher incidence of training at higher rates of
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Table 9
Past Training, Technological Change, and Current Training: Interacting
Technological Change with Past-Training Dummies

Did Not Change Industry

(2 Digit) Did Not Change Employer
Production Nonproduction Production Nonproduction
1 @ € Q)
1. Jorgenson TFP:
Past training 2.42 —6.61 -19.2 —-10.6
(30.3) (25.23) (27.9) (24.6)
No past training 31.55 —.53 26.5 -8.7
(18.1) (20.0) (17.3) (18.7)
II. Investment in computers:
Past training 6.12 -3.02 679 —2.67
(4.92) (3.36) (4.19) (3.32)
No past training 5.57 431 4.73 3.61
(3.28) (2.79) (3.19) (2.54)
IV. NBER TFP:
Past training 8.38 —-.81 -1.72 —1.40
(7.08) (3.79) (5.42) (3.79)
No past training 9.60 -1.78 6.54 —.58
(4.23) (3.15) (4.20) (2.82)
V. R&D-to-sales ratio:
Past training 151 -.026 .048 —.024
(.09) (.06) (.07) (.06)
No past training .206 —-.002 179 .028
(.06) (.05) (.06) (.05)
IV. Use of patents:
Past training 11.33 —243 217 —6.47
(9.35) (5.79) (7.30) (5.62)
No past training 14.35 4.45 12.26 4.48
(5.14) (4.88) (5.66) (4.30)
N 1,285 684 1,354 749
NOTE.—NBER = National Bureau of Economic Research. TFP = total factor productivity. The
dummies are “past training” = 1 if the person received company training between -2 and -1 (the
dependent variable is training between -1 and t); “no past training” = 1 if the person did not train
between -2 and ¢-1. In the %rst two columns, the sample is limited to workers who did not change

industry since t-2. In the last two columns, the sample is limited to workers who did not change employer
since t-2. Standard errors in parentheses. See table 4 for a list of variables that are included in the
regressions.

technological change occurs mainly because more individuals are re-
ceiving training.”

IV. Summary and Implications

The effect of technological change on young workers’ investments in
on-the-job training is theoretically ambiguous. Technological change

2 This finding is consistent with the model of Galor and Tsiddon (1997),
which postulates that there are two stages of the technological change process:
invention and innovation. During the innovation phase, the technology becomes
more accessible to a greater number of employees, which would lead to our
observation of an increased pool of trainees.



748 Bartel/Sicherman

influences the rate at which various types of human capital obsolesce
and also increases the uncertainty associated with human capital invest-
ments. As we discussed in the introduction, these mechanisms can
cause training to increase or decrease at higher rates of technological
change. The relationship between education and training will also be
affected by technological change. If the general skills of the more edu-
cated enable them to more easily adapt to new technologies, we will
observe a narrowing of the postschool-training gap between more and
less educated workers.

We linked a sample of male workers in manufacturing industries from
the 1987-92 waves of the NLSY to five different measures of industry
rates of technological change in order to empirically resolve the ambigu-
ous theoretical predictions and found essentially similar results for all
five measures. In particular, we found the following. (1) Production
workers in industries with higher rates of technological change are more
likely to receive formal company training than those working in industries
with lower rates of technological change, controlling for a set of worker,
job, and industry characteristics. (2) While more educated workers are
more likely to receive training, at higher rates of technological change,
the training gap between the highly educated and the less educated nar-
rows. (3) The relationship between training and technological change is
insignificant for the aggregate group of nonproduction workers (only
after controlling for various characteristics). Disaggregating the group,
we find that, at higher rates of technological change, the lower-skilled
nonproduction workers, that is, clerical and unskilled workers, receive
significantly more training compared with the more highly skilled non-
production workers, such as professionals, technical employees, manag-
ers, and sales workers. (4) Technological change acts to increase the
extensive margin of training, increasing the pool of trainees. At higher
rates of technological change, firms are more likely to train individuals
who have not received training in the prior period rather than those who
were previously trained.

We remind the reader that these findings pertain to young workers
only, do not include informal training, and may not generalize to other
time periods. With these limitations in mind, we can conclude from our
analysis that, at higher rates of technological change, firms employ more
educated workers and provide more formal training to their workforces.
At the same time, however, higher rates of technological change induce
employers to provide more formal training to their less educated employ-
ees; although the more educated still receive more training, technological
change shifts the balance in favor of the less educated. This happens
because the general skills of the more educated facilitate their adaptation
to the new technologies. It is not clear a priori how these effects will
impact the wage structure, a topic that we reserve for future research.
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Appendix A
Data
I. General

The data are from the 1979-92 NLSY of youth ages 14-21 in 1979.
Additional data are obtained from the NLSY work-history file. The
NLSY work-history file contains primarily employment-related spell data
constructed from the main NLSY file. Both files are available in CD-
ROM format. Many questions are asked with regard to the time since
the last survey. For the first survey (1979), the questions, in most cases,
are with regard to the time period since January 1, 1978.

In addition to the NLSY, we use information from variety of sources.
These are industry measures of technological change and other industry-
level variables. They are described in the text.

II. The Sample

The number of men interviewed in 1979 is 6,403. Not all individuals
are interviewed each year. The first observation for an individual (to be
included in our sample) is the first survey in which the main activity
reported for the Week prior to the survey is working “1,” with a job but
not working “2,”” or looking for a job “3.” Following that, an individual
is included in the sample as long as he is interviewed (even if leaving the
labor market). Other restrictions apply only for specific analyses. The
panel is unbalanced, and the number of observations per individual varies.

III. CPS Job

For each respondent, employment information on up to a maximum
of five jobs is recorded in each survey year. One of these jobs is designated
as a “CPS” job, and it is the most recent or current job at the time of
interview. Typically it is also the main job. Each job is identified by a
number (1-5), and job 1 in most cases is also the “CPS” job. For only
this so-called “CPS” job, there are a host of additional employer/em-
ployee related questions that are asked in the NLSY surveys. Our analysis
is restricted to CPS jobs.

IV. The Work-History File

We use the work-history file to construct the tenure, separation, and
reason for separation variables.

Tracing jobs and tenure with employer.—The tenure variable is al-
ready constructed in the work-history file. The major difficulty is
tracing CPS jobs over the interview years. A variable called PREV
allows matching of employers between consecutive interview years.
For each job in a particular survey year, it gives the job number that
was assigned to that job in the previous year (assuming of course
that the current job existed in the previous year). Our programming
strategy was to pick CPS jobs in which the respondents are actually
employed at the time of interview and to trace these jobs to the next
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survey year via the PREV variable in the succeeding survey year. There
are, however, a few cases where we cannot trace the current CPS job
in the succeeding interview year with PREV. The current tenure value
is the total number of weeks worked up to the interview date. A
shortcoming of PREV is that it allows for matching employers between
consecutive interview years only. If, therefore, a respondent worked
for a particular employer say 1n 1980 but not in 1981 and started
working for the same employer in survey year 1982, then there is no
way of knowing the total years of tenure with that employer since
employer numbers are followed only in contiguous interviews. This
may not be a problem for turnover analysis since reemployment with
the same employer after an absence of that length (i.e., a period longer
than that between 2 successive interview years) may be considered a
new job.

V. Weeks between Surveys

The number of weeks between surveys ranges between 26 and 552
weeks. The large numbers are the results of individuals not being surveyed
for several years. In all our analyses, we included (when it made sense)
the variable WKSSINCE (weeks since last survey). The variable was
excluded if it made no difference.

VI. Training

A variety of formal training questions were asked in all survey years,
except 1987. Individuals were asked to report on several vocational or
technical programs in which they were enrolled since the previous survey.
Until 1986, the maximum was two programs, and in 1988 it was increased
to four. In addition, individuals were asked to report up to two govern-
ment programs in which they were enrolled.

Up until 1986, further questions were asked, in particular the type of
program and the dates it started and ended, only if the program lasted
more than 4 weeks. Starting in 1988, these questions were asked about
all programs, regardless of length. The 4 weeks condition up to 1986 is
a major shortcoming of the data set. Any analysis that focuses on a specific
type of training (e.g., company training) has to be limited to post-1986.
The following example illustrates the problem: the percentage of workers
in our sample that reported enrollment in company training is 4.7% over
the period 1976—90. Limiting the sample to 1988-90, the rate increases
to 11%.

In certain years (1980-86, 1989-90), a distinction was made between
programs in which the individual was enrolled at the time of the previous
interview and programs that started after the previous interview. When
such a distinction is made, up to two programs at the time of the last
interview can be reported. A person was asked about training that took
place at the time of the last interview only if the interviewer had a record
indicating so. Therefore, for 198086, such a record did not exist if train-
ing took less than a month.
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For all programs, the starting and ending month and year are reported.
Also reported are the average number of hours per week spent in training.

In our programming, we number all programs in the following order:
the four vocational or technical programs are numbered 1-4, the two
programs at time of last interview are numbered 5-6, and the government
programs are numbered 7-8.

Type of training.—Up to 1986, the following categories are reported:
1 = business college, 2 = nurses program, 3 = apprenticeship, 4 = voca-
tional or technical institution, 5 = barber or beauty school, 6 = flight
school, 7 = correspondence, 8 = company or military, and 9 = other.
We aggregate them into company training (8), apprenticeship (3), and
“other” (1, 2, 4, 5, 6, 7, 9). Starting in 1988, the breakdown is more
detailed: 1-7 are unchanged; 8 = a formal company training run by
employer or military training (excluding basic training); 9 = seminars or
training programs at work run by someone other than employer; 10
= seminars or training programs outside of work; 11 = vocational rehabil-
itation center; and 12 = other. We now aggregate 8-10 as company
training and 11-12 as “other.”

Below are additional descriptions of some of the variables used.

Any technical or vocational training dummy.— Designates whether the
worker received any technical or vocational training since (or at the time
of) the last interview.

Any training dummy (TANYD ).—Like the above, but TANYD also
includes government training,

Company training dummy (TCOMD).—Designates if any of the
training programs were 8 up to 1985 or 8, 9, or 10 after 1986. Notice that
only after 1986 the type of program was asked of all workers who re-
ported training. Prior to 1988, the program-type question was asked only
for those who spent more than 4 weeks on training (see above for more
discussion of this problem).

Length of training.—Starting in 1988, in addition to asking when
(month and year) different training programs start and end, individuals
were also asked, “Altogether, for how many weeks did you attend this
training?”” The question was not asked of government training. If the
answer was zero (less than a week), we recoded it to half a week. For
each of the eight programs, individuals were asked for the average
hours per week spent training. Multiplying the hours per week in each
program with the weeks in each program, we get the total hours in
each program.

Imputing training data for 1987.—In 1987, no training questions
were asked. We utilize the answers to the 1988 survey to construct
training information for the 1987 survey. We do so by using informa-
tion on the starting and ending dates of training programs. If employees
reported in 1988 that they were still in training (end month = 0 and
endyr = 0 or 1), we set the end date to the interview date. For some
individuals the answer for the beginning date indicates “still in train-
ing.”” This is an error.
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Table B1
The Likelihood of Company Training: Estimated Logit Results
for Male Workers in Manufacturing

All Workers Production Workers Nonproduction

Variable Coefficient Derivative Coefficient Derivative Coefficient Derivative

Intercept —4.889 —.482 —3.649 —.2291 —5.971 —.9406
(.802) (1.185) (1.14)

If married 2304 .023 .2986 .0187 .1440 .0227
(121) (184) (165)

If nonwhite —.2447 —.024 —.2201 —.0138 —.2487 —.0392
(.145) (19) (224)

1-8 years of schooling —.6689 —.066 —.2832 —.0178 -1.391 —-.2191
(429) (478) (1.05)

9-11 years of schooling —.4227 —.042 .0103 .0006 —-1.677 —.2642
(199) (225) (543)

13-15 years of schooling .0807 .008 .1088 .0068 —.3944 —.0621
(166) (244) (241)

16 years of schooling 7376 .073 .7315 .0459 1695 .0267
(157) (419) (207)

17+ years of schooling 1.212 .120 .8223 .0516 6579 .1036
(209) (652) (254)

Lives in SMSA .0350 .003 —.00371 —.0002 —.1554 —.0245

. (136) (188) (209)

Experience 1660 .016 .0513 .0032 3109 .0490
(113) (160) (164)

Experience’ —.0076 —.001 —.0040 —.0002 —.0133 —.0021
(.006) (.008) (.008)

Tenure .0332 .003 .0671 .0042 .0190 .0030
(.054) (.080) (.078)

Tenure? -.0026 —.000 —.0035 —.0002 —.0043 —.0007
(.005) (.006) (.007)

Union member —.1168 -.012 .2006 .0126 —.4278 —.0674
(154) (189) (316)

Large firm .8422 .083 .7805 .0490 8311 1309
(119) (176) (1.66)

Durables —-.1183 —.012 -.0710 —.0045 —.0331 —.0052
(156) (.240) (:209)

Industry unemployment —-.1188 —-.012 —.0695 —.0044 —.1696 —.0267
(.050) (.073) (.074)

Industry union coverage .0016 .000 .0037 .0002 .0025 .0004
(.006) (.008) (.009)

Industry jobs creation —-.0751 —.007 —.1598 —.0100 .0143 .0023
(:084) (121) (123)

Industry jobs destruction .0965 .010 —.0084 —.0005 .1956 .0308
(.068) (.097) (101)

Industry R&D/sales .0805 .008 1622 .0102 .0289 .0045
(:024) (.039) (:033)

1988 1.317 130 1.386 .0870 1.331 2096
(275) (443) (357)

1989 1.401 138 1.479 .0928 1.395 .2198
(273) (441) (352)

1990 1.630 161 1.866 1171 1.548 2439
(272) (430) (358)

1991 1.608 159 1.947 1222 1.408 2217
(:285) (447) (379)

1992 1.627 161 1.954 1226 1.474 .2321
(302) (472) (403)

N 3,856 2,541 1,312

NOTE.—Standard errors are in parentheses. SMSA = standard metropolitan statistical area.
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